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Abstract
Product recommendations incentivize customers to make multi-

unit purchases by surfacing relevant products, leading to lower cost

per unit for e-commerce stores and lower prices for their customers.

However, the humongous scale of products, implicit co-purchase

asymmetry and variation in co-purchase behavior across different

categories, are orthogonal problems to solve. To address these prob-

lems, we propose MERLIN (Multimodal & Multilingual Embedding

for Recommendations at Large-scale via Item associations), a Graph

Neural Network that generates product recommendations from a

heterogeneous and directed product graph. We mine category asso-

ciations to remove noisy product co-purchase associations, leading

to higher quality recommendations. Leveraging product co-view

relationships, we finetune SentenceBERT model for textual repre-

sentation, and train a self-supervised knowledge distillation model

to learn visual representation, which allows us to learn product

representations which are multi-lingual and multi-modal in nature.

We selectively align node embeddings leveraging co-viewed prod-

ucts. MERLIN model can handle node asymmetry by learning dual

embeddings for each product, and can generate recommendations

for cold-start products by employing catalog metadata such as title,

category and image. Extensive offline experiments on internal and

external datasets show that MERLIN model outperforms state-of-

the-art baselines for node recommendation and link prediction task.

We conduct ablations to quantify the impact of our model com-

ponents and choices. Further, MERLIN model delivers significant

improvement in sales measured through an A/B experiment.
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1 Introduction
Many e-commerce stores were launched with the primary objective

of enabling customers to conveniently shop for a wide range of

products at the best price. As they have grown to offer a vast catalog

of products, the need to get fit and lean has become increasingly

important in order to compete in the ultra-competitive e-commerce

industry. Multi-unit purchases directly contribute to an e-commerce

stores’s bottom line, leading to lower costs per unit. Units per

purchase (UPP), which measures percentage of purchases that have

more than one unit, serves as a critical metric in this regard. Higher

UPP leads to lower costs, which translates to lower prices for the

customers. Product recommendations which surface relevant and

related products to the base product being considered, reduce the

cognitive load for customers, thereby nudging them to make multi-

unit purchases and directly contribute to higher UPP.

Customers generally co-purchase three types of related items

together: a) Complementary products that enhance the productivity

of the other product, b) Adjacent products from related categories

serving similar end needs, and c) Substitutes based on quantity,

color or complex attributes like visual similarity. Co-purchase be-

havior varies across product categories, driven by a difference in

end customer needs and the additional value they derive from co-

purchasing these items together. For example, within electronics,

the dominant customer need is to enhance a base product’s produc-

tivity (screen guard for a smartphone), while for consumables, this

behavior changes to adjacent products (bread and milk) or quantity

substitutes. In apparel categories, it is more nuanced based on vi-

sual similarity (beach shirts) or visual compatibility (tan shoes and

belts). Co-purchase relationships are also implicitly asymmetric,

i.e., for a phone, we would like to recommend a phone case, but for

a phone case, it may not be apt to recommend a phone.

Furthermore, e-commerce co-purchase data can be extremely

noisy - customers purchase unrelated products such as electronic

devices and cosmetics together, possibly due to high discounts

and multiple shopping profiles. E-commerce stores solve for this
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customer need by building product recommendations and basket

building experiences, built on top of relational customer data via

pattern matching, or manual curation through hand-crafted rules

and category intelligence. While successful in isolation, pattern

matching or manual curation approaches are sub-optimal due to

lower relevance of recommendations or lower coverage.

To address these problems, we propose - MERLIN (Multimodal

and Multilingual Embedding for Recommendations at Large-scale

via ItemAssociations), a Graph Neural Network model which gener-

ates product recommendations on a heterogeneous directed graph.

We formulate this as a node recommendation problem given a set

of query products. Our hetero-graph consists of products as nodes

and edges corresponding to co-purchase or co-view relationship be-

tween the products. MERLIN framework can model asymmetry in

co-purchase data by learning two representations for each product.

We do not limit ourselves to complementary or substitute product

recommendation, and depending on co-purchase behavior, we can

recommend both. We learn multi-lingual and multi-modal product

embeddings and selectively align them leveraging co-viewed prod-

ucts. Employing product catalog metadata allows us to generate

recommendations for cold-start products. For noisy item relation-

ships, we propose a pre-processing step requiring minimal human

intervention leading to higher quality recommendations. We list

out the contributions made by our paper below:

(1) We model co-purchase asymmetry using dual node represen-

tations and show that it improves the ability to predict link

direction by 2%, compared to state-of-the-art baselines.

(2) We learn language-agnostic, multi-modal product embedding

using a finetunedmulti-lingual SentenceBERT and self-supervised

ViT (Vision Transformers) model, and selectively align them

using product co-view relationships.

(3) Extensive offline experiments show that MERLIN model outper-

forms state-of-the-art baselines by 10𝑥 in terms of Hits/MRR

for node recommendation and by 13% in terms of AUC for link

prediction. We conduct ablation studies to quantify the impact

of our model components.

(4) Lastly, MERLIN model delivers significant improvement in sales

(+1.5%) and UPP (+1.1%) over incumbent techniques, measured

via an A/B experiment.

2 Related Work
Our problem conceptually relates to the node recommendation prob-

lem [10, 22, 26, 33, 32] in directed graphs. Initial work relied on ran-

dom walk models to capture node relationships in directed graphs.

However, these models cannot be applied to directed graphs as they

cannot capture the direction of the edge. VERSE [29], HOPE [19],

NERD [14] and APP [39] learn two embeddings for each node to

preserve higher order proximity and node asymmetry in directed

graphs. ATP [25] addresses the problem of question answering by

embedding nodes of directed graphs by preserving node asymme-

try. However, ATP is strictly restricted to directed acyclic graphs

(DAGs), while real-world graphs are not acyclic. NERD [14] learns a

pair of role-specific embeddings for each node using an alternating

random walk strategy to capture edge strength and direction in

directed graphs. All these models are transductive in nature and

cannot be extended to inference task on unseen nodes.

With GNNs being superior compared to random walk models,

the latest trend has seen a shift towards designing GNNs for di-

rected graphs. DGCN [28], APPNP [16], and DiGraphIB [27] are

GCN based models that capture first and second-order node proxim-

ity in directed graphs. Gravity GAE [24] (Graph Auto Encoder [15]

basedmodel) andDGGAN [40] (Generative Adversarial Network [8]

based model) learn a pair of embeddings for each node. SEAL [37]

proposes a new method to learn heuristics by extracting local sub-

graphs around each target link and using a GNN for link prediction.

MagNet [38] proposes a GNN for directed graphs based on a com-

plex Hermitian matrix to jointly model graph structure and node

asymmetry. DIVINE [35] introduces the concept of virtual negative

edges (VNEs), decides the number and locations of VNEs, then

learns embeddings by exploiting both the signs and directions of

edges. Although pre-training and contrastive learning is effective

for CNNs and NLP, it is still under exploration for GNNs. Recent

works like GraphCL [36] provide robust representation learning

through various graph augmentations.

The field of self-supervised representation learning has garnered

significant attention in recent years. Current research efforts pri-

marily concentrate on two approaches: Contrastive learning and

Knowledge distillation-based learning. Contrastive learning meth-

ods, such as [11, 6, 3] require the presence of both positive and

negative samples to maximize the distance between their repre-

sentations. Negative sampling helps improve the model’s ability

to discriminate between positive and negative samples [17, 20].

However, the quality [5] and quantity [18] of negative samples

can significantly impact the downstream performance. Moreover,

generating high-quality negative samples can be challenging. On

the other hand, self-distillation or knowledge distillation-based

methods, rely solely on positive pairs and distill the logits (out-

puts) of a teacher model into a student model. Notable examples

of self-distillation approaches include BYOL [9], SimSiam [4], and

DINO [2], which have eliminated the need of negative samples.

3 MERLIN Framework

Table 1: Notation

Notation Description

𝑃 set of products in catalog

𝐶 set of product categories in catalog

𝑖 ∈ 𝑃 product 𝑖 in catalog

𝑋𝑖 input feature of product 𝑖

𝐺 directed product graph

𝜃𝑠
𝑖

source embedding of product 𝑖

𝜃𝑡
𝑖

target embedding of product 𝑖

𝑞 ∈ 𝑃 query product

𝑅
𝑞

𝑘
top-𝑘 related products for query product 𝑞

𝐶𝑃 product co-purchase pairs

𝐶𝑉 product co-view pairs

𝐸𝑐𝑝 product co-purchase edges

𝐸𝑐𝑣 product co-view edges

Let 𝐺 be a directed product graph with products 𝑃 as the nodes

and directed edges corresponding to a co-purchase or co-view re-

lationship between the products (refer section 3.1). Further, every
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product 𝑖 (𝑖 ∈ 𝑃,∀𝑖) has an input feature 𝑋𝑖 from the product cat-

alog metadata. Given a query node
1 𝑞, the goal is to recommend

𝑅
𝑞

𝑘
, top-𝑘 related products that have a high likelihood to be bought

together with 𝑞. Table 1 introduces the notation that we will use in

the rest of the paper.

3.1 Product graph construction
We show the proposed framework in Figure 1. The goal is to recom-

mend the top-k related products that are likely to be bought with a

given query product. Given a set of product co-purchase pairs 𝐶𝑃 ,

we create the co-purchase edges 𝐸𝑐𝑝 = {(𝑢, 𝑣) |∀ 𝑢, 𝑣 ∈ 𝑃 ∧ 𝑢𝑅𝑐𝑝𝑣}.
We use 𝐸𝑐𝑝 to model the product co-purchase likelihood. However,

𝐸𝑐𝑝 can be prone to selection bias due to inventory issues and leads

to lower coverage than desired. Therefore, we use 𝐶𝑉 to create the

set of co-view edges 𝐸𝑐𝑣 = {(𝑢, 𝑣) |∀ 𝑢, 𝑣 ∈ 𝑃 ∧ 𝑢𝑅𝑐𝑣𝑣}. We fix the

edge direction based on the median price of product categories, i.e.

edge is directed from a higher priced category to a lower priced

one. This can be easily replaced with other signals like product

views, popularity, purchase time, etc. This allows us to construct

a directed product graph 𝐺 = (𝑃, {𝐸𝑐𝑝 ∪ 𝐸𝑐𝑣}), which contains

both co-purchase and co-view relationships between products. To

remove noisy co-purchase relationships, the framework computes

category association scores using Normalized Pointwise Mutual

Information (𝑁𝑃𝑀𝐼 ) and matrix factorization, which we describe

next. The node features are initialized using fine-tuned embed-

dings from a Sentence-BERT [23] model for product category and

title, concatenated with image embeddings from a self-supervised

ViT [7] model, described in subsequent sections.

3.2 Graph Pre-processing using Category
Association Scores

Item purchase relationships can be noisy in e-commerce store data,

possibly due to a) customers purchasing unrelated products such

as electronics and cosmetics at discounts during sale or multiple

shopping personas attributed to the same customer and b) com-

plementary categories such as screen protectors and smartphones,

have lower observed co-purchase occurrence due to less popularity.

To mitigate this, we compute a category association score based on

Normalised Pointwise Mutual Information (𝑁𝑃𝑀𝐼 [1]) as follows:

𝑁𝑃𝑀𝐼 (𝑎,𝑏 ) = − log {𝑃 (𝑎, 𝑏) /𝑃 (𝑎) ∗ 𝑃 (𝑏)} /log {𝑃 (𝑎, 𝑏)} (1)

where, 𝑃 (𝑎, 𝑏) = probability of co-purchase from category 𝑎 and

𝑏, and 𝑃 (𝑥) = probability of purchase from category 𝑥 . To avoid

spurious category associations, we only calculate 𝑁𝑃𝑀𝐼 score for

category combinations, where co-purchase count is above a min-

imum threshold, which further leads to sparsity and unobserved

associations (∼3100 associations). To mitigate this, we learn an em-

bedding for each category ℎ𝑎 |∀ 𝑎 ∈ 𝐶 , such that cosine similarity

between embeddings of any two categories would reconstruct their

𝑁𝑃𝑀𝐼 score. We minimise the following objective to learn the cat-

egory embeddings: 𝑙𝑜𝑠𝑠𝑐𝑎𝑡 =
∑

(𝑎,𝑏 ) ∈𝐶 (cos(ℎ𝑎, ℎ𝑏 ) − 𝑁𝑃𝑀𝐼 (𝑎,𝑏 ) )2,
where 𝑎 and 𝑏 are categories in the set of product categories 𝐶 , for

which 𝑁𝑃𝑀𝐼 (𝑎,𝑏 ) exists and ℎ𝑎 and ℎ𝑏 are the embeddings learnt

for categories 𝑎 and 𝑏 respectively. We use the reconstructed cate-

gory association scores as 𝐴𝑆 (𝑎,𝑏 ) = cos(ℎ𝑎, ℎ𝑏 ), to filter out noisy

1
We use product and node interchangeably in this paper based on the context.

co-purchase relationships where 𝐴𝑆 (𝑎,𝑏 ) is less than 0.2 and end

up with ∼4500 category associations.

3.3 Multi-lingual Text Embeddings using
Finetuned SentenceBERT

Fine-tuning languagemodels for specific tasks incorporates domain-

specific knowledge from the input text, which can improve the

downstream performance significantly. With the same motivation,

we leverage a SentenceBERT model fine-tuned on a related task

for our data set, for representing textual product attributes. To

extend MERLIN model to handle multi-lingual text across multi-

ple marketplaces, we used a multilingual version of the Sentence-

BERT model. To prepare the training examples, we use the prod-

uct relationships in the graph. For anchor-positive pairs (𝑎, 𝑝),

we sample product co-view pairs 𝐶𝑉 from 𝐺 . For negatives (𝑛),

we explore three sampling schemes: a) sample from products co-

purchased with the anchor (FTCopurchase), b) mix of random neg-

atives from 𝐺 and products from the same category as the anchor

(FTCategory) and c) additionally mine hard negatives from co-

viewed products, when 𝐶𝑜𝑣𝑖𝑒𝑤𝐶𝑜𝑢𝑛𝑡 (𝑎, 𝑛) < 𝐶𝑜𝑣𝑖𝑒𝑤𝐶𝑜𝑢𝑛𝑡 (𝑎, 𝑝)
and 𝐶𝑜𝑣𝑖𝑒𝑤𝐶𝑜𝑢𝑛𝑡 (𝑎, 𝑛) >= 10 (FTCoview). We then use the prod-

uct category and title of 𝑎, 𝑝 and 𝑛 to create triplets and fine-tune

Sentence-BERT [23] with the following objective:

𝑙𝑜𝑠𝑠𝑓 𝑡 = −
∑︁

(𝑎,𝑝 ) ∈𝐸𝑐𝑣

©­­­«
𝑛𝑘∑︁
𝑛𝑠=1

𝑛∼𝑃𝑟 (𝑐𝑎𝑡𝑎 )

𝑚𝑎𝑥 (0, 𝑀𝑓 𝑡 − cos (𝑎, 𝑝) + cos (𝑎, 𝑛))
ª®®®¬

where, 𝑎 and 𝑝 represent anchor and positive in a triplet sourced

from co-view pairs 𝐸𝑐𝑣 ,𝑀𝑓 𝑡 represents margin used in cosine mar-

gin loss (𝑀𝑓 𝑡 is set to 0.5), and 𝑛 represents negative in a triplet,

randomly sampled 𝑛𝑘 times.

Further, to improve cross-lingual text representation, we propose

an augmentation strategy which leverages products which are sold

in multiple countries, and replaces 20% of English titles with its title

in another language (FTCoviewML). This aligns text representations

in different languages and facilitates robust model training. We fine-

tune our model and report the results for 8 marketplaces consisting

of English, Spanish and Portuguese languages. The results of these

fine-tuning experiments are reported in Section 4.2.3.

3.4 Visual Similarity Learning using
Self-Supervised Training

In addition to the textual embeddings from fine-tuned Sentence-

BERT, we incorporate visual similarity to further improve the rec-

ommendation quality. The visual representation learning approach

is inspired by DINO [2] with a ViT [7] backbone, which employs

a self-supervised teacher-student framework [41] that does not

require negatives. We leverage the inherent product co-view rela-

tionships as positives along with augmentation strategies defined in

SKILL [31]. The primary intuition is that if two products are often

co-viewed by customers and differ in certain attributes like color,

pose or orientation, the model would become invariant to those

features and learn to focus on the more discriminating features like

style, pattern and texture.
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Figure 1: Proposed Framework for MERLIN - For each node 𝐴 in the product graph, our model produces a source (s) and target
(t) representation as shown.

Specifically, for a given co-viewed product pair 𝑖 and 𝑗 , we pass

their images (𝑥 ′
𝑖
, 𝑥 ′

𝑗
) as the positive pair. We pass these through

the global and local augmentation functions G and A, respectively.

The global augmentation contains the high resolution image with

various transformations like RandomCrop, RandomGray, ColorJit-
ter and GaussianBlur, which help the model learn features that

are not affected by color changes or blurring, and the local aug-

mentations contain a small low resolution random crop with the

same global transformation applied to it. The augmented images

(G(𝑥 ′
𝑖
),A(𝑥 ′′

𝑖
)) are then fed to the student model S𝜃 to obtain the

output distributions 𝑜𝑠
𝑖
. Similarly, the teacher model T𝜙 receives

only the high-resolution augmented images G(𝑥 ′
𝑗
) and produces

the target distributions 𝑜𝑡
𝑗
. The teacher model parameters 𝜙 are up-

dated as an exponential moving average of the student parameters

𝜃 , similar to BYOL [9]. We optimize the cross-entropy loss between

the student’s predictions 𝑜𝑠
𝑖
and the teacher’s targets 𝑜𝑡

𝑗
:

L(𝜃, 𝜙) =
∑︁

(𝑥 ′
𝑖
,𝑥 ′

𝑗
)
−𝑜𝑡𝑗 log𝑜

𝑠
𝑖 (2)

This self-supervised visual similarity learning, combined with the

textual embeddings, allows the model to learn comprehensive multi-

modal product representations for recommendation. We present a

detailed analysis comparing our proposed method against a) text-

only model (TextOnly), b) models pretrained on ImageNet (Pre-

Trained), and c) ViT model trained on image variants of the same

product (SameProduct) in Sec. 4.2.3.

3.5 Selective Alignment of Node
Representations

To further improve the product representations, we propose a graph

pre-training step based on the intuition that not all similar prod-

ucts are semantically or visually similar. This involves aligning

the node representations utilizing a co-view sub-graph of 𝐺 and

predicting the likelihood of co-view relationships (CoviewAlign-

ment). After CoviewAlignment, products pairs with co-view edges

between them, or products with overlapping co-view neighbours,

are closer to each other in the embedding space. This alignment

allows us to selectively align node representations based on their

relationships. The loss for the co-view prediction task is as follows:

𝑙𝑜𝑠𝑠𝑝𝑡 = −


∑︁

(𝑢,𝑣) ∈𝐸𝑐𝑣

©­­­«
𝑛𝑘∑︁
𝑛𝑠=1

𝑧∼ 𝑃𝑟 (𝑃 ),𝑢≠𝑧

𝑚𝑎𝑥 (0, 𝑀𝑝𝑡 − 𝜃𝑢 · 𝜃𝑣 + 𝜃𝑢 · 𝜃𝑧)
ª®®®¬


where, 𝑢 and 𝑣 are co-viewed product pairs sampled from 𝐸𝑐𝑣 ,

𝑀𝑝𝑡 is the margin used in the loss (set to 1.0), and 𝑧 is a negative

product, randomly sampled 𝑛𝑘 times. We present a detailed analysis

on pre-training in Sec. 4.2.3.

3.6 Proposed GNN model
We first describe the product embedding generation procedure,

i.e. forward pass of the model assuming that the model is already

trained (Section 3.6.1). We then describe how we generate product

recommendations which takes care of assymmetry in co-purchase

data (Section 3.6.2). Finally, we describe how the model is trained

using back-propagation in Section 3.6.3.

3.6.1 Product EmbeddingGeneration: We consider a 𝑙 = {1...𝐿}
layer MERLIN model, having weight and bias parameters {𝑊 𝑙 , 𝐵𝑙 }
for each layer 𝑙 . Let (ℎ𝑠𝑢 )𝑙 and (ℎ𝑡𝑢 )𝑙 denote the source and target

representation of node 𝑢 in the 𝑙𝑡ℎ layer respectively. For each

node 𝑢, 1) the source embedding of 𝑢, ℎ𝑠𝑢 , is similar to the target

embedding of its co-purchase and co-view out-neighbors, 2) the

target embedding of 𝑢, ℎ𝑡𝑢 , is similar to the source embedding of

co-purchase and co-view in-neighbors. Consequently, by employ-

ing both ℎ𝑠𝑢 and ℎ𝑡𝑢 , we are able to jointly model edge strength and
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direction as shown in Equation 3.

(ℎ𝑠𝑢 )𝑙 = 𝐹𝐶𝑙


∑︁

(𝑢,𝑣) ∈𝐸𝑐𝑝
(ℎ𝑡𝑣)𝑙−1𝑊 𝑙

𝑐𝑝 ,
∑︁

(𝑢,𝑣) ∈𝐸𝑐𝑣
(ℎ𝑡𝑣)𝑙−1𝑊 𝑙

𝑐𝑣

 (3)

(ℎ𝑡𝑣)𝑙 = 𝐹𝐶𝑙


∑︁

(𝑢,𝑣) ∈𝐸𝑐𝑝
(ℎ𝑠𝑢 )𝑙−1𝑊 𝑙

𝑐𝑝 ,
∑︁

(𝑢,𝑣) ∈𝐸𝑐𝑣
(ℎ𝑠𝑢 )𝑙−1𝑊 𝑙

𝑐𝑣

 (4)

where, 𝐹𝐶𝑙 corresponds to a fully connected layer at layer 𝑙 . For a

layer 𝑙 , we aggregate (ℎ𝑡𝑣)𝑙−1 from its co-purchase and co-view out

neighbors and pass them through a fully connected layer 𝐹𝐶𝑙 to

generate (ℎ𝑠𝑢 )𝑙 .We repeat a similar process for the target embedding.

We repeat this process for 𝐿 layers to generate the final source and

target embedding of all nodes {𝜃𝑠𝑢 , 𝜃𝑡𝑢 } ∀𝑢 ∈ 𝑃 .

3.6.2 Product recommendation: Given a query product 𝑞 be-

longing to a product category𝐶𝑞 , we use 𝜃
𝑠
𝑞 , the source embedding

of 𝑞, to perform the nearest neighbor lookup in the target embed-

ding space of all the products to recommend a top-𝑘 set of related

products denoted by 𝑅
𝑞

𝑘
. Specifically, for a query product 𝑞 ∈ 𝑃 , we

compute a relevance score with respect to a candidate product 𝑣 ∈ 𝑃

as follows: 𝑟𝑒𝑙 (𝑞, 𝑣) = (𝜃𝑠𝑞)⊺ (𝜃𝑡𝑣) Observe that 𝑟𝑒𝑙 (𝑞, 𝑣) ≠ 𝑟𝑒𝑙 (𝑣, 𝑞),
which helps capture product asymmetry.

3.6.3 LearningMERLINparameters: In order to train themodel

in an unsupervised manner, we employ a margin loss which needs

to be minimized. Specifically, the loss function is as follows:

𝑙𝑜𝑠𝑠𝑡𝑟 = −


∑︁

(𝑢,𝑣) ∈𝐸𝑐𝑝

©­­­«
𝑛𝑘∑︁
𝑛𝑠=1

𝑧∼ 𝑃𝑟 (𝑃 ),𝑢≠𝑧

𝑚𝑎𝑥 (0, 𝑀𝑡𝑟 − 𝜃𝑠𝑢 · 𝜃𝑡𝑣 + 𝜃𝑠𝑢 · 𝜃𝑡𝑧)
ª®®®¬


Specifically,𝑀𝑡𝑟 refers to themargin set to 1.0,𝑢 is a base product,

𝑣 is a co-purchase neighbor and 𝑧 is a randomly sampled product

which acts as a negative to 𝑢 and 𝑣 pair. 𝜃𝑠𝑢 , 𝜃
𝑡
𝑣 , and 𝜃

𝑡
𝑧 represent the

source embedding of 𝑢, target embedding of 𝑣 , and target embed-

ding of 𝑧, respectively. The loss function maximizes the difference

between the score of co-purchase neighbors 𝑢 and 𝑣 , and a random

negative neighbor 𝑧 w.r.t the base node 𝑢, and ensures the separa-

tion is at least𝑀𝑡𝑟 . We repeat this for 𝑛𝑘 negative samples for each

base node. We discuss the results in the next section.

4 Experiments
In this section, we demonstrate the effectiveness of MERLIN model

using a comprehensive set of experiments. Specifically, we aim to an-

swer the following questions: E1) How effective is MERLIN model

on the primary task of node recommendation? E2) How effective

is the MERLIN model on the link prediction task, and can it cap-

ture co-purchase asymmetry? E3) Are product embeddings learned

through MERLIN model effective across different marketplaces,

languages and modalities? E4) How do the recommendations gen-

erated by MERLIN perform in an online experiment? We introduce

the experimental setup, dataset and baselines and follow it up with

experiments to answer the above questions.

4.1 Experimental Setup
4.1.1 Dataset: The dataset used for E1, E2 consists of a large

product graph from a major marketplace (containing 6.5MM nodes,

9MM co-purchase edges, and 65MM co-view edges across all prod-

uct categories), to facilitate comparison with internal baselines

which are not present in all marketplaces. For E3, results were
averaged across 8 marketplaces spanning English, Spanish and

Portuguese languages. To facilitate easier comparison across the

multiple data sets and to maintain confidentiality, all results are pre-

sented as relative lifts compared to the worst performing baseline

as 1.00x. Additionally, for E1 and E2, we report the results on an

external data set - a randomly sampled sub-graph of ogbl-citation2,
consisting of 154K nodes and 210K directed edges. We use the av-

erage of word2vec embedding of the paper titles to represent the

nodes. While it is a citation data set, it shares similar properties

to ours i.e. directed edges, and also helps prove the effectiveness

of our proposed framework beyond the product recommendation

use-case.

4.1.2 Baselines: For the node recommendation task, the compet-

itive baselines used were NERD [14] and DIVINE [35]. We also use

two internal baselines: 𝐼𝐵1 and 𝐼𝐵2, which are curated using hand-

crafted rules on top of catalog and product relationships via pattern

matching. For the link prediction task, the competitive baselines

were DIVINE [35], SEAL [37], and MagNet [38].

4.1.3 ImplementationDetails: We implementedMERLINmodel

using DGL [34] and PyTorch [21] on p3, g5 and r6 EC2 instances.

For fine-tuning Sentence-BERT model (distiluse-base-multilingual-
cased-v2), we used a learning rate of 1e-5 with a margin of 0.5 for

10 epochs. For the CoviewAlignment and co-purchase prediction

task, we set the learning rate to 1e-3, with a margin equal to 1, and

train for a maximum of 20 epochs with early stopping employed on

the validation dataset. For scalability during training and inference,

we employ k-hop mini-batch sub-graph sampling by first sampling

10000 source nodes and then sampling their neighbours recursively

up to 2-hops, with a maximum of 10 co-view neighbours and 20

co-purchase neighbours at each hop. For CoviewAlignment step,

we used a 1-layer GCN model to align the 768 dimensional text

embeddings and 256 dimensional image embeddings, whereas, for

co-purchase prediction, we used a 2-layer GCN model with the

final product embedding size of 128. We use FAISS [13] to perform

an efficient nearest-neighbor lookup. The flexibility of our frame-

work enables us to use any state-of-the-art GNN layer like Graph-

Sage [12], GAT [30] etc., with slight modifications. We implemented

baselines (DIVINE [35], SEAL [37], NERD [14] and MagNet [38])

using the original codes provided by the authors. We set the final

node embedding dimensions to 256 for DIVINE [35] and 128 for

other baselines. For DIVINE [35], we use the 𝑆𝑇𝑁𝐸 mode as the

embedding generation algorithm.

4.1.4 Evaluation: We train all the models on randomly sampled

training edges (70%) and tune the hyper-parameters on validation

edges (10%). Finally, we report metrics on a held-out test set (20%).

For the node recommendation task, we evaluated model perfor-

mance using a) Hit Ratio (Hits@1,3,5) and b) Mean Reciprocal

Rank (MRR@10). Due to the computational expense of evaluat-

ing using same metrics for link prediction on the entire graph, we
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compared our model to baselines using randomly sampled nega-

tives: a) Hits@3 with 10 negative samples, b) MRR@10 with 10

negative samples, c) ability to rank positive links higher than 10

negative samples (AUC-random), and d) ability to predict link direc-

tion (AUC-dir), i.e. ranking positive links higher than negative links,

obtained by inverting the direction of positive links. As mentioned

before, all the results are relative and absolute numbers are not

presented for better interpretation and confidentiality reasons.

4.2 [E1, E2, E3] Results
4.2.1 [E1] Node Recommendation. Table 2 compares the MER-

LIN model against the node recommendation baselines - NERD [14],

DIVINE [35], and two internal baselines, 𝐼𝐵1 - manually curated

using hand-crafted rules and category intelligence on top of cata-

log, and 𝐼𝐵2 - built on top of product relationships data via pattern

matching. MERLIN model improves on MRR@10 by over +100%

compared to internal baselines 𝐼𝐵1 and 𝐼𝐵2. It also outperforms

NERD
2
and DIVINE [35] by up to 10x on Hits@k and MRR@10

metrics. Similarly, on the external data set (Table 3), MERLIN out-

performs NERD and DIVINE by up to 10x, answering E1.

Table 2: Hits@k (k=1,3,5) and MRR@10 for MERLIN model
compared to internal and external baselines for the internal
data set.

Model Hits@1 Hits@3 Hits@5 MRR@10

NERD 1.00x 1.00x 1.00x 1.00x

DIVINE 1.05x 1.11x 1.19x 1.10x

𝐼𝐵1 4.67x 4.46x 4.46x 4.44x

𝐼𝐵2 6.08x 5.57x 5.01x 4.95x

MERLIN 11.05x 10.63x 10.38x 10.05x

Table 3: Hits@k (k=1,3,5) and MRR@10 for MERLIN model
compared to NERD and DIVINE for ogbl-citation2.

Model Hits@1 Hits@3 Hits@5 MRR@10

NERD 1.00x 1.00x 1.00x 1.00x

DIVINE 1.00x 2.81x 4.48x 2.24x

MERLIN 10.55x 8.69x 7.17x 7.92x

4.2.2 [E2] Link prediction. Since SEAL [37], MagNet [38], and

DIVINE [35] are algorithms for homogeneous graphs, for fair com-

parison, all models were trained on a homogeneous sub-graph with

only co-purchase edges. The results in Table 4 show our model

outperforming other baselines across all evaluation metrics. Com-

pared to DIVINE, our model improves AUC-random by up to +13%

and MRR@10 by up to 23%. For AUC-dir, we see a +1.5% lift over

MagNet. Note that, as SEAL does not consider asymmetry, AUC-dir

is exactly 0.5. These benefits are also observed on the external data

set in Table 5, with 12% improvements in AUC-random and AUC-

dir over DIVINE. The dual embeddings capturing edge direction

are key to the lift in AUC-dir. This answers E2.

2
https://git.l3s.uni-hannover.de/khosla/nerd/-/tree/master/

Table 4: Evaluation metrics of MERLIN model compared to
SEAL, MagNet and DIVINE for internal data set.

Model Hits@3 MRR@10 AUC-random AUC-dir

DIVINE 1.00x 1.00x 1.00x 1.00x

SEAL 1.09x 1.17x 1.10x -

MagNet 1.13x 1.13x 1.11x 1.01x

MERLIN 1.14x 1.23x 1.13x 1.02x

Table 5: Evaluation metrics of MERLIN model compared to
SEAL, MagNet and DIVINE for ogbl-citation2.

Model Hits@3 MRR@10 AUC-random AUC-dir

DIVINE 1.00x 1.00x 1.00x 1.00x

SEAL 1.07x 1.10x 1.07x -

MagNet 1.18x 1.19x 1.10x 1.05x

MERLIN 1.24x 1.38x 1.12x 1.12x

4.2.3 [E3] Effectiveness of Embeddings Learnt using MER-
LIN. This section systematically examines the importance of MER-

LIN’s key components: (a) fine-tuning the multi-lingual Sentence-

BERT model, b) self-supervised learning of visual representations,

and (c) aligning node representations using co-views.

Fine-tuning Multilingual SentenceBERT Model: This ex-
periment quantifies the impact of using a fine-tuned Sentence-

BERT model for textual product representations, compared to a

pre-trained SBERT model without fine-tuning (PreTrained). Within

the fine-tuning process, three different negative sampling schemes

while creating triplets: a) FTCopurchase, b) FTCategory and c) FT-
Coview were compared with FTCoviewML (multi-lingual augmen-

tation strategy applied to FTCoview). The results are reported in

Table 6. The best performance was observed with the FTCoviewML
model, which showed a +16% lift in MRR@10 compared to the

PreTrained model. Creating triplets by sampling hard negatives

from co-view associations proves to be an effective strategy, and so

does aligning language representations, as it allows the model to

better differentiate between subtle product aspects and learn robust

representations.

Table 6: Results comparing Hits@k and MRR@10 for Pre-
Trained, FTCategory, FTCoview, FTCoviewML and FTCopur-
chase Sentence-BERT models

Sentence-BERT Hits@1 Hits@3 Hits@5 MRR@10

PreTrained 1.00x 1.00x 1.00x 1.00x

FTCopurchase 1.07x 1.04x 1.02x 1.03x

FTCategory 1.11x 1.11x 1.10x 1.11x

FTCoview 1.15x 1.14x 1.13x 1.13x

FTCoviewML 1.18x 1.15x 1.14x 1.16x

Self-supervised Visual Similarity Learning:We evaluated

the performance of our proposed visual representation approach
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Figure 2: Figure showing 2D t-SNE plots of product representation learnt using MERLIN , showing the ability to differentiate
between a) various product categories (left) and b) complementary products of different base products (right).

against several baselines: a) Text-only models (TextOnly), b) Ima-

geNet pre-trained ViT model (PreTrained), c) ViT model trained on

image variants of the same product (SameProduct) and d) ViT model

trained on co-viewed product pairs (CoviewPair). As shown in Table
7, the SameProduct and CoviewPair models achieved similar lifts,

with a +6% improvement in MRR@10 compared to PreTrained, and
a +10% improvement over TextOnly. Further analysis revealed that

the CoviewPair model performed better (+4%) than SameProduct
model on predicting substitutes (same category co-purchases), but

marginally underperformed (-1%) SameProduct model on comple-

mentary products.

Table 7: Results comparing Hits@k and MRR@10 for Tex-
tOnly, PreTrained, SameProduct and CoviewPair ViT models

ViT model Hits@1 Hits@3 Hits@5 MRR@10

TextOnly 1.00x 1.00x 1.00x 1.00x

PreTrained 1.04x 1.04x 1.04x 1.04x

SameProduct 1.08x 1.09x 1.11x 1.10x
CoviewPair 1.08x 1.09x 1.10x 1.10x

SelectiveAlignment ofNodeRepresentations (CoviewAlign-
ment): We evaluated pre-training the MERLIN model with a node

representation alignment task, named CoviewAlignment, as dis-
cussed in Section 3.5. Table 8 shows a 10% lift in MRR@10 when

using the CoviewAlignment pre-training task, which selectively

aligns node representations based on product co-views, compared

to the MERLIN model without any pre-training. This answers E3.

4.3 [E4] Online Experiment
The online performance of theMERLINmodel was evaluated through

a 4-week A/B test across 25 product categories and 36MM customer

sessions in a large marketplace within our e-commerce stores. We

surface the static item recommendations generated using MER-

LIN model on the product page as treatment, and compare to a

Table 8: Effect of CoviewAlignment onHits@k andMRR@10
compared to no pre-training

Pre-training Hits@1 Hits@3 Hits@5 MRR@10

No Pre-training 1.00x 1.00x 1.00x 1.00x

CoviewAlignment 1.13x 1.09x 1.09x 1.10x

control group which uses the internal baseline 𝐼𝐵2. We observed

a statistically significant lift (p-value < 0.05) of +1.5% in product

sales and +1.1% improvement in UPP, with minimal latency impact

(<6ms). These results exhibit that product recommendations gen-

erated from MERLIN model can significantly improve customer

shopping experience. This answers E4. Finally, we evaluate the

product embeddings qualitatively using t-SNE in Figure 2, where

we find that our product embeddings have the ability to success-

fully discriminate between a) various product categories (left) and

b) complementary products of different base products (right).

5 Conclusion and Future Work
In this paper, we present MERLIN, a GNN-basedmodel which gener-

ates product recommendations on a heterogeneous directed graph.

It models co-purchase asymmetry using dual node representations,

which enhances the ability to predict link direction.We also propose

a graph pre-processing step based on NPMI and matrix comple-

tion to improve recommendation quality. We also learn language-

agnostic, multi-modal product embedding using finetuned Sen-

tenceBERT and self-supervised ViT models, and selectively align

them using product co-view relationships. Comprehensive experi-

ments and ablations, demonstrate the efficacy and efficiency of our

model and its components. Future work will explore incorporat-

ing product side information using product attributes, compatible

product pair identification and re-ranking recommendations based

on customer session context.
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