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Permissions Management

1.1 Creating a User and Granting SDRS Permissions

You can use IAM for fine-grained permissions control on SDRS resources. With
IAM, you can:

e C(Create IAM users for personnel based on your enterprise's organizational
structure. Each IAM user has their own identity credentials for accessing SDRS
resources.

e Grant only the permissions required for users to perform a task.

e  Entrust a HUAWEI ID or a cloud service to perform efficient O&M on your
SDRS resources.

If your HUAWEI ID meets your permissions requirements, you can skip this section.

This section describes the procedure for granting permissions (see Figure 1-1).

Prerequisites

You have learnt about the system-defined role in SDRS Permissions. To grant
permissions of other services, see System Permissions.
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Process Flow

Figure 1-1 Process for granting SDRS permissions

[ Start ]
|

Create a user group and
grant permissions.

Create a user.

Log in as the user and
verify permissions.

L4
End

—
R ——

Y

Create a user group and assign permissions to it.

Create a user group on the IAM console, and attach the SDRS Administrator
and VPC Administrator policies to the group.

2. Create an IAM user and add it to the user group.
Create a user on the IAM console and add the user to the group created in 1.
3. Log in and verify permissions.
Log in to the SDRS console as the created user, and verify the user's
permissions for SDRS.

- Choose Service List > Storage Disaster Recovery Service. Click Create
Protection Group on the SDRS console. If a protection group can be
successfully created, the SDRS Administrator policy has already taken
effect.

- Choose another service in the Service List. If a message appears
indicating insufficient permissions to access the service, the SDRS
Administrator policy has already taken effect.

- Create a disaster recovery drill and select Automatically create for the
drill VPC. If the drill is successfully created, the VPC Administrator policy
has already taken effect.
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Asynchronous Replication

2.1 Managing a Replica Pair

2.1.1 Creating a Replica Pair

Scenarios

Procedure
Step 1

Step 2

Step 3

Step 4

You can set up the replication relationship between the production site and
disaster recovery site by creating a replica pair.

Log in to the management console.
Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Choose Asynchronous Replication. In the upper right corner of the page, click
Create Replica Pair.

Figure 2-1 Service Overview

Select the type of the replica pair you want to create and configure parameters by
referring to Table 2-1.

1. Cross-AZ: The production site and disaster recovery site are located in
different AZs of the same region.
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Figure 2-2 Creating a cross-AZ replica pair
Q 2 3

...............

2. Cross-region: The production site and disaster recovery site are located in
different regions.

Figure 2-3 Creating a cross-region replica pair
(1] 2 3 4

3. IDC-to-cloud: The production site is deployed in a local data center.

Figure 2-4 Creating an IDC-to-cloud replica pair

o 2

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

Table 2-1 Parameter description

Parameter Description Example
Value
Type Type of the replica pair Cross-AZ

The supported types are IDC-to-cloud,
Cross-region and Cross-AZ.
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Parameter Description Example
Value
Scenario Select the replication scenario you want | H2C
to set up.
Supported scenarios are: H2C (HCS
Online DR to the public cloud) and V2C
(VMware DR to the public cloud).
NOTE
This field shows up only when you are
creating an IDC-to-cloud replica pair.
Name Name of the replica pair Site-
The name can contain letters, digits, replication-0
underscores (_), hyphens (-), or periods 01
(.), can be no more than 64 characters
long, and cannot contain spaces.
Production | Re | Region where the production site resides | -
Site gio NOTE
NOTE n You only need to select a region when
You only creating a cross-region replica pair.
need to . .
configure AZ | AZ where the production site servers AZ1
the reside
production NOTE
site when You only need to select an AZ when creating
creating a a cross-region or cross-AZ replica pair.
cross-region
orcross-AZ | Ne | VPC where the production site servers VPCO1
replica pair. tw | reside
ork
Disaster Re | Region where the disaster recovery site | -
Recovery gio | resides
Site N | Select the region you selected when you
set up the disaster recovery network. For
details, see Preparation: Set Up a
Disaster Recovery Network on the
Cloud.
NOTE
You only need to select a region when
creating an IDC-to-cloud or a cross-region
replica pair.
AZ | AZ where the disaster recovery site AZ2
servers reside
Ne | VPC where the disaster recovery site VPC02
tw | servers reside
ork
----End
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2.1.2 Changing the Name of a Replica Pair

Scenarios

You can change the name of an existing replica pair.

Procedure
Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.
Step 3 Choose Asynchronous Replication. In the replica pair list, locate the replica pair

you want to change its name, and hover over its name.

Figure 2-5 Replica Pair List

Replica Pair List

Step 4 Click the pencil icon. In the displayed dialog box, enter a new name.

Replica Pair List

Name v | Enterake alle
Change the replica pair name. te Disaster Recovery ...  Disaster Recovery ...  Protection... Protected... DRDrillS...  Unprotected Ser... & Created Operation
Site-replication-0011 ‘
T —_— GUy. CNSouhwestGuy.. vpc291(1921680.. O 0 0 3 Apr25, 2024 19:42:24 G Create Protected Instance Dt
Cancel
Site-replication-
Southwest-Guiy Vpc-2901(192.168.0 5, 9 G %
642b8063.3036-471b-a€ Local data center CN Southwest-Guiy C-29b1(192.168.0 0 o 0 o Apr 25, 2024 19:41:42 D
Replica Pair List
Name v | Enterakeywo ajc
© Name Production Site DisasterRecovery ... DisasterRecovery... Protection... Protected.. DRDFillS... Unprotected Ser.. & Created Operati
Stte-repicaton. 002 CN Southwest-Gi CN Southwest-G C-2901(192.168.0. 0 o 0 3 Apr 25,2024 19:42:24 G Create F
c1e30e3d 7b9-dbaf 92d- 92887466733 outhwest-Guly OUINWESLGUY.-.. Ype-2901(192.16 ° prs © creae
Site-replication-0011
! Local data center CN Southwest-Guiy...  Vpc-2901(192.168.0... 0 [ 0 0 Apra5, 2024 19:41:42 G

64208063-3036-471b-aeda-4dD4606740cd

----End

2.1.3 Deleting a Replica Pair

Scenarios

You can delete replica pairs that are no longer required to release resources.
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Prerequisites

The replica pair does not contain any drill resource, protection group or protected
instance.

Procedure
Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair you
want to delete and click Delete in the Operation column.

Replica Pair List

Name v | Enter a keywo ajcC
& Name Production Site  Disaster Recovery ...  DisasterRec... FProtec.. Protec.. DRDrillSer.. Unpro.. & Created Operation

Site-replication-7182

- Local data center  CN Southwest-Guiy pe-29b1(192. 0 o 0 0 Apr 26,2024 14:52:22 G m
C5a8e138-0339-4256-800a-h15243572006 " ¢ P [oeee ]

Site-replication-002

Southwest-. west-Guly...  Vpc-29b1(192 3 5 G Cre: stance Dele
Cle3%ea0 17b9 dbat 970 S26e6TaseTas O Soutmest CN Southwest-Guiy pc-2901(192... 0 0 0 3 Apr25,2024 19:4224 reate Protected Instance  Delete

In the displayed dialog box, click Yes.

Are you sure you want to delete this replica pair?

Replica Pair Protection Groups Protected Instances

c5abe136-daa9-4a56-5. 0 0

BN -

--—-End

2.2 Managing a Protection Group

2.2.1 Creating a Protection Group

Scenarios

In a replica pair, you can create a protection group and create protected instances
in this group.

Procedure

Step 1 Log in to the management console.

Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
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The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair in
which you want to create protection groups and click the number in the
Protection Groups column.

The Protection Groups tab page is displayed.

Step 4 In the upper right corner of the page, click Create Protection Group.

1921681141

Step 5 On the displayed Create Protection Group page, enter a protection group name
and click OK.

Create Protection Group

Replica Pair Site-replication-az2-az3

Region
Only letters, numbers, periods (.)
underscores (_), and hyphens (-) are
Network allowed.

Protection Group Name protected-group-001 ‘

Cancel

The name can contain letters, digits, underscores (_), hyphens (-), or periods (.),
can be no more than 64 characters long, and cannot contain spaces.

Step 6 Manage the protection group on the Protection Groups tab page.

oup001

protected-group-001

- Tobe proeciedd
Basic Information i

e prok

Protected Instances: 0

--—-End
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2.2.2 Enabling Protection

Scenarios

Prerequisites

Procedure
Step 1
Step 2

Step 3

Step 4

Step 5

You can enable protection for all resources in a protection group.

After protection is enabled, data synchronization starts for all protected instances
that meet the prerequisites in this group.

e The protection group contains protected instances.

e The status of protected instances in the protection group is Pending
protection or Enabling protection failed.

Log in to the management console.
Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Choose Asynchronous Replication. In the replica pair list, locate the replica pair
you want to operate and click its name to go to the Overview page.

Replica Pair List

Name ~ | Enterakeywo Q| C
Production Site DisasterRecove..  DisasterRecove... Protec.. Protec.. DRDri.. Unpro.. & Created Operation
CN-North-Ulanga CN-North-Ulanga vpe- 2 3 0 0 Apr 28,2024 10:26:09

Site-replication-2bf4

Site-replication-20f4 Local data center CN-North-Ulanga vpc-444f-cc-wis(1 0 0 0 0 Apr 23, 2024 16:49:35 Delete

3b0e72da-5137-4c46-bbb9-fa

Click the Protection Groups tab and then select the desired protection group on
the left to view the protection group details.

In the upper right corner of the basic information area, choose More > Enable
Protection.

nous Replication | Site-replication-az2-az3 | protected-group-001 Create Protection Group Create Protected Instance || C
Overview Protection Group Disaster Recovery Drills
protected-group-001 Execute Planned Failover Create Disaster Recovery Drill Execute Planned Failback 1 [¢]

All(3)

Unprotected servers Protected Instances

Disable Protection

protected-group-001 Reprotect
protected-group-7137 Basic Information

Perform Reverse Reprotection

protected-group-001 o2 Protected 0
672341cd-1019-4c31 98eb-£92564120650
In progress 0
CN-North-Ulangab203
AZ3 Abnormal 0
vpe-scs(192.168.0.0/16
Protected Instances: 2
Name v a c
Name & Status Production Site Serve Disaster Recovery Site Serv Created & Operati
[T — ecs 3
provected nstance 7909 @ Pending protection dd7c -4924-b807-c47596 - Apr 28,2024 1
3c25b17a-366d-4c38-29
CN-North-Ulanqab203 AZ2 CN-North-Ulanqab203 AZ3
proe e e 1 @ Pending protection §0e-44e6: 5084140578 Apr 28,2024 1
eaben ot oo o ending protection a0e-44ed-9084-1dd578 pr2e ore

CN-North-Ulangab203 AZ2 CN-North-Ulangab203 AZ3
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Step 6 In the displayed dialog box, confirm the protected instance information and click
Yes to enable protection. The protected instance status changes to Enabling

protection.

X
o Are you sure you want to enable protection for these
instances?

After protection is enabled, data synchronization from the production site to the disaster
recovery site for the following protected instances will start.

Protected Instance Status

protected-instance-7906 @ Pending protection

protected-instance-7904 @ Pending protection

Asynchronous Replcation / Site-replication-az2-a23 | protected-group-001

Overview Protection Group Disaster Recovery Drills
[ Q protected-group-001
O anE)

Unprotected servers
protected-group-001

protected-group-7137

Step 7 After protection is enabled, the protected instance status changes to
Synchronizing, indicating that differential data is being synchronized.

=

Basic Information

Name  protected-group-001 2
67a341cd-10f9-4c3f-98eb-e9a56d12d65d
egion  CN-North-Ulangab203
Az3

K vpe-sdrs(192.168.0.0/16)
Protected Instances: 2

Name & Status

protected-instance-7906

3c25b1fa-366d-4¢38-29. Enabling protection

protected-instance-7904

19193860-5b43-4097-9c. Enabling protection

Remarks

Create Protection Group

Execute Planned Failover Create Disaster Recovery Drill

Protected Instances

To be protected 0

Protected 0

In progress 2

Abnormal 0

Name

Production Site Server Disaster Recovery Site Server

4924-5807-c4759d: -
CN-North-Ulanqab203,AZ2 CN-North-Ulanqab203 AZ3

ecs-agent-az2-2
0c9e2134-a60e-44ed-9084-1dd578 -
CN-North-Ulangab203,AZ2 CN-North-Ulanqab203,AZ3

Create Protected Instance

Execute Planned Failback

Created &

Apr 28,2024 1

Apr 28,2024 1

a keyword

Operation

C

More v

More v

¢
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az3 | protected-group-001

Overview  Protection Group ~ Disaster Recovery Drills

a protected-group-001

T Basic Information

31.98eb-e9256012d65d
CN-North-Ulangab203
Az3

pe-sdrs(192.168.0.0/16;

Protected Instances: 2

Synchronizing

protected-instance-7904

19f93860-5b43-4097-9c. 17%

Not synchronized 32

(10 NOTE

CN-North-Ulangab203 AZ2

CN-North-Ulangab203 AZ2

Create Protection Group Create Protected Instance | C

Execute Planned Failover Create Disaster Recovery Drill Execute Planned Failback More v C

Protected Instances

To be protected 0

Protected 2

reated & Operation

Apr 28,2024 1
CN-North-Ulanqab203 AZ3

Apr 28,2024 1 ore v
CN-North-Ulangab203 AZ3

After protection is enabled, differential data is read from disks and synchronized to the
disaster recovery site. During this period, the disk read bandwidth increases, and services
may be affected, so you are advised to enable protection during off-peak hours.

--—-End

2.2.3 Disabling Protection

Scenarios

Prerequisites

Procedure
Step 1
Step 2

Step 3

You can disable protection for all resources in a protection group.

After protection is disabled, data synchronization stops for all protected instances

that meet the prerequisites in this group.

As data synchronization uses service resources (disk, CPU, and memory) and may
affect production services, you can disable protection to stop data synchronization.

e The protection group contains protected instances.

e The status of protected instances in the protection group is Synchronization
finished, Synchronizing, or Disabling protection failed.

e Protected instance services are running at the production site.

Log in to the management console.

Click Service List and choose Storage > Storage Disaster Recovery Service.

The Storage Disaster Recovery Service page is displayed.

Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the protection group you want to disable protection and click the number

in the Protection Groups column.
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The Protection Groups tab page is displayed.
Step 4 In the navigation tree, choose the target protection group.
The protection group details page is displayed.

Step 5 In the upper right corner of the basic information area, choose More > Disable
Protection.

Asynchronous Replication / S on-az2-az3 | protected-group-001

Create Protection Group Create Protected Instance | C
Overview  Protection Disaster Recovery Drills
Q protected-group-001 Execute Planned Failover Create Disaster Recovery Drill Execute Planned Failback ‘ More ~ Cc
S Ale) Enable Protection
Unprotected servers = Protected Instances
- l =

Reprotect
To be protected 0

otected-arous 7137 Basic Information !
p -group- Perform Reverse Reprotection

protected-group-001 2 Protected 2
67a34fcd-10f9-4c3f-98eb-e9a5612d65d

In progress 0
CN-North-Ulangab203

Az3

Anormal 0
vpe-sdr 8.0.0116)
Protected Instances: 2
Name «  Enterakeyword allc
Name & Status Production Site Server Disaster Recovery Site Server Created & Operation
rteetednstance 7906 Synchronizing ecs-agent-az2-3 -
e aeanne Gd7ce44T-cl96-4524-b307-cA7500 - Apr 28,2024 1
Not synchronized 36 CN-North-Ulanqab203 AZ2 CN-North-Ulanqab203 AZ3
[—— Synchronizing ecs-agent-az2-2 -
Constanee 9 0c0e2124-a60¢-44ed-9084-14d578 . Apr 28,2024 1 More v
19193860-5b43-4097-5
© Not synchronized 37 N-North-Ulanqab203 AZ2 GN-North-Ulanqab203 AZ3

Step 6 In the displayed dialog box, confirm the protected instance information and click
Yes to disable protection. The protected instance status changes to Disabling
protection.

Asynchronous Replication / Site-replication-az2-az3 | protected-group-001

Create Protection Group Create Protected Instance || C
Overview Protection Group Disaster Recovery Drills
Entera a protected-group-001 Execute Planned Failover Create Disaster Recovery Dril Execute Planned Failback Morev || C
O a
Unprotected servers r - Protected Instances
protected-group-001 -
To be protected 0
protected-group- 1137 Basic Information
protected-group-001 2 Protected 0
67234fca-10f0-4c31-98eb-e92564120650
In progress 2
Region  CN-North-Ulangab203
Azs Abnormal 0
vpe-sdrs(192.168.0.0/16)
Protected Instances: 2
Name v Enterakeyword Qjc
Name & Status Production Site Server Disaster Recovery Site Server Created & Operation
[ — ecs-agent-az2.3 -
e ey o Disabling protection dd7ce447-c196-4924-b807-c4759 - Apr 28,20241 More v
3c251fa-366d-4c38-29.
CN-North-Ulangab203 AZ2 CN-North-Ulangab203 AZ3
" ecs-agent-az2-2 -
g . Disabling protection 0c9e2f34-a60e-44ed-9084-1dd578 Apr 28, 2024 1. fore v
19193860-5b43-4097-9
© CN-North-Ulangab203 AZ2 CN-North-Ulangab203 AZ3

Step 7 After protection is disabled, the protected instance status changes to Pending
protection.
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nous Replication / Site-replication-az2-az3

Overview

O A

protecte

protected-group-T137

(11 NOTE

Protection Group

protected-group-001

Disaster Recovery Drills

protected-group-001

Protected In

Execute Planned Failover Create Disaster Recovery Drill Execute P

stances

To be protected 2

Basic Information

CN-North-Ulangab203

AZS Abnormal 0

vpe-sdrs(192.168.0.0/16)

Protected Instances: 2

ecs 2222
0c9e2134-a60e-44d-9084-1dd578
CN-North-Ulangab203 AZ2

@ Pending protection

CN-North-Ulangab203 AZ3

Apr 28,2024 1

CN-North-Ulangab203 AZ3

Apr 28,2024 1

After protection is disabled, the agent still records differential data.

--—-End

2.2.4 Performing a Failover

Scenarios

Disaster recovery site servers are created using the most current data and billed
based on the server billing standards. If servers are still running during a failover,
the system synchronizes all the server data before failover is performed to the
disaster recovery site servers. Data written to the servers during the failover may
not be synchronized to the disaster recovery site. If one of the servers to be failed
over fails, data on the server may fail to be synchronized and some data may be

lost.

After a failover, data is not automatically synchronized from the disaster recovery
site to the production site, and protection is disabled for protected instances. To
start data synchronization from the disaster recovery site to the production site,
perform a reverse reprotection.
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NOTICE

e Failover is a high-risk operation. After a failover, services are started at the
disaster recovery site. At this time, you must ensure that production site
services are stopped. Otherwise, services may be conflicted or interrupted and
data may be damaged because both sites are providing services. If you just
want to verify and analyze the disaster recovery site data, perform disaster
recovery drills instead.

e During a failover in a V2C scenario, an ECS used for system conversion will be
created, with a name suffix VMwareToCloud. Do not perform any operation on
this ECS. Or, the failover may fail. This ECS will be automatically deleted after
the failover is complete.

e If NIC switchover is enabled, after a failover, SDRS automatically stops the
production site server and changes the server status to Planned stop. If NIC
switchover is disabled, the production site server status remains unchanged
before and after a failover.

e After a failover, the production site server stops providing services. Or, new data
will be overwritten after a reverse synchronization.

Prerequisites
e The protection group contains protected instances.

e |Initial synchronization is completed for all the protected instances in the
protection group, and the status of protected instances is Synchronization
finished or Failover failed.

e Protected instance services are running at the production site.

e All services on production site servers are stopped, and all data has been
flushed to disks.

Precautions
During a failover, a primary NIC is configured for each disaster recovery site server.
If a production site server uses a secondary NIC, you need to manually bind a
secondary NIC for the corresponding disaster recovery site server on the server
details page.

Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the protection group you want to perform a failover and click the number
in the Protection Groups column.

The Protection Groups tab page is displayed.
Step 4 In the navigation tree, choose the target protection group.

The protection group details page is displayed.

Issue 05 (2024-12-19) Copyright © Huawei Technologies Co., Ltd. 14
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Step 5 In the upper right corner of the basic information area, click Execute Failover.

The Execute Failover page is displayed.

onous Replication

Overview

) AI3)

Prote

ction Group

Unprotected servers

protected-group-001

protected-group-7137

Site-replication-az2-az3

protected-group-001

Disaster Recovery Drills

protected-group-001

Basic Information

protected-group-001 2
67234fcd-10f0-4c31-98eb-e9256d12065d

CN-North-Ulangab203

Az AzZ3

Protected Instances: 2

Name & Status

906

protected-instance-

200
3c25b1fa-366d-4c38-a9. Synchronization f

protected-instance-7904

19f93860-5b43-4097-9c. Synchronization fi

Protected Instances

To be protected 0

Protected 2

In progress 0

Abnormal 0

Name

Production Site Server

ecs-agent
dd7ced47-cf96-4924-b807-c4759d:
CN-North-Ulangab203 AZ2

ecs-agent-az2-2
0c9e2f34-a60e-44ed-0084-1dd578
CN-North-Ulanqab203 AZ2

Step 6 Configure disaster recovery site servers.

< | Execute Planned Failover

Create Disaster Recovery Drill

Disaster Recovery Site Server

CN-North-Ulangab203 AZ3

CN-North-Ulanqab203 AZ3

Create Protection Group.

Created &

Apr 28,2024 1

Apr 28,2024 1

Execute Planned Failback

Create Protected Instance

More v | | C

Enter a keywor [eNiNe

Operation

Execute Planned Failover More v

Execute Planned Failover More v

C

@ Precautions

some data wil fail to synchronize and be lost.

A planned failover will be performed. If a server is stil running, all data on the server at the current time point will be synchronized to the disaster recovery site.
If a server becomes fault

During the planned failover, disaster recovery site servers are created with the latest available data, and the servers will be billed at standard pricing

Protection Group  protected-group-001
Disaster Recovery Site Server Configuration

Selected: 2

Protected Instance

Default account ()

Production Site Server

NameDefault account

Name ecs-agent-az2-3
protected-instance-7906 Specifications 1 vCPUs |2 GB
IPAddress  192.168.1.141
Name ecs-agent-az2-2
protected-instance-7904 Specifications 1VCPUs | 2 GB
IPAddress  192.168.1.71

Disaster Recovery Site Server

Name Default account-dr
Specifications
Network vpe-sdrs. Configure
IPAddress  DHCP
Name ecs-agent-az2-3-dr
Specifications ~ Si3 medium 2| 1 vCPUs | 2 GB

Configure
Network vpe-sdrs
IPAddress  DHCP
Name ecs-agent-az2-2-dr
Specifications ~ Si3 medium 2 1 vCPUs | 2 GB

Configure
Network vpe-sdrs
IPAddress  DHCP

Price (ECS)

Free in 0BT

Free in OBT

Free in OBT
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Execute Planned Failover

Disaster Recovery Site Server Configur

Table 2-2 Parameter description

Paramete
r

Description

Example Value

Billing
Mode

Billing mode of the disaster recovery site
server

Only pay-per-use billing is supported currently.

Pay-per-use

Specificati
ons

Select the specifications for the disaster
recovery site servers.

Name

Enter a name for the disaster recovery site
server.

The name can contain letters, digits,
underscores (_), hyphens (-), or periods (.),
can be no more than 64 characters long, and
cannot contain spaces.

ECS02-DR

NIC
Switchove
r

e If enabled, the NIC on the disaster recovery
site server will be consistent with the NIC
on the production site server.

e During a failover, the system automatically
stops the production site server and binds
its NIC to the DR site server.

e During a failback, if the production site
server already has a new NIC bound
manually, the system will not bind the
original NIC back to the production site
server.

This function is only available when both
servers are in the same region.

Subnet

Select the subnet where the disaster recovery
server resides.
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Paramete | Description Example Value
r

IP Select how the server obtains an IP address. -

Address e Use existing: Select this option if the
subnet selected is in the same CIDR Block
as the production site server. This setting
keeps the IP addresses on both servers
consistent.

e DHCP: IP addresses are automatically
assigned by the system.

e Manually Assign: Manually specify an IP
address.

NOTE
If disaster recovery site servers are configured in
a batch, only DHCP is available. If disaster
recovery site servers are configured individually,
all options are available.

Step 7 Click Next.

Step 8 Confirm the disaster recovery site server information and click Submit.

< | Execute Planned Failover

Details

Product Type Specifications Billing Mode Price (ECS)

v
vpC-5ars(192.168.0.0/16)

pice: Free During OBT @ Previous

Step 9 The protected instance status changes to Executing failover. After the failover is
complete, the status changes to Failover completed.
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Asynchronous Replication / Site-replication-az2-az3 / protected-group-001 Create Protection Group Create Protected Instance || C
Overview Protection Group Disaster Recovery Drills
protected-group-001 Execute Planned Failover Create Disaster Recovery Drill Execute Planned Failback More v (¢}
Al (3)
Unprotected serv. g Protected Instances
protected-group- =
.
Basic Information o be protected 0
protected-group
protected-group-001 /9 Protected 0
67a34fcd-10f9-4¢3f-98eb-e9a56d12d65d
In progress 2
Az3 Abnormal 0
Vpe-sdrs(192.168.0.0/16;
Protected Instances: 2
N v C
Nam Status. Production Site Server Disaster Recovery Site Server Created § Operation
3
Executing plannec il -4924-b807-c4759d - Apr 28,2024 1
CN-North-Ulanqab203,AZ3
Executing plannec il Apr 28,2024 1
CN-North-Ulanqab203 AZ3
Protected Instances: 2
Name v el i Q|| C
Name & Status Production Site Server Disaster Recovery Site Server Created & Operation
; - : nt-az2 .
ote an
Executing planned failover dd7ce447-cf96-4924-b807-c4759d - Apr28, 2024 1
3c25b1fa-3660-4c38-29 or i
CN-North-Ulanqab203 AZ2 CN-North-Ulangab203,AZ3
Executing planned failover 0c9e2f34-a60e-44ed-9084-1dd578 - Apr 28, 2024 1
CN-North-Ulanqab203 AZ2 CN-North-Ulangab203,AZ3

--—-End

2.2.5 Performing a Reverse Reprotection

Scenarios
After a failover, data is not automatically synchronized from the disaster recovery
site to the production site, and protection is disabled for protected instances. To
start data synchronization from the disaster recovery site to the production site,
perform a reverse reprotection.
L] NOTE

e After you perform a reverse reprotection, the initial data synchronization starts. During
the data synchronization, if disaster recovery site servers are restarted, data will be
resynchronized until the synchronization is complete.

e During a reverse reprotection, SDRS stops the production site server and changes the
server status to Planned stop.

e Reverse reprotection overwrites data of production site servers with data of disaster
recovery site servers. If there is data written to production site servers after the failover
is performed, such data will be overwritten.

e Reverse reprotection is not supported for replica pairs whose Type is set to IDC-to-
cloud and Scenario set to V2C.

Prerequisites

e Ensure that, in 24.6.0 or an earlier version, you have preconfigured the
disaster recovery site servers that you want to perform reverse reprotection
according to Configuring Disaster Recovery Site Servers.
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e In 24.9.0 or a later version, SDRS automatically configures the disaster
recovery gateway, so you do not need to preconfigure the disaster recovery
site servers before performing a reverse reprotection. In 24.6.0 or an earlier
version, ensure that you have upgraded the SDRS software on the gateway
and production site servers to 24.9.0 or later and reconfigured the gateway
according to Configuring a Disaster Recovery Gateway.

e The status of protected instances in the protection group is Failover
completed or Reverse reprotection failed.
Procedure
Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the protection group you want to perform reverse reprotection and click
the number in the Protection Groups column.

The Protection Groups tab page is displayed.
Step 4 In the navigation tree, choose the target protection group.
The protection group details page is displayed.

Step 5 In the upper right corner of the basic information area, choose More > Perform
Reverse Reprotection.

The Perform Reverse Reprotection page is displayed.

Step 7 Click Submit. The protected instance status changes to Reverse reprotecting.
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Step 8

After 1 to 2 minutes, the protected instance status changes to Synchronizing, and
the amount of data to be synchronized and estimated remaining time are
displayed.

= e0s-5d1 2101
I 2 Goc 2215 6el 335K 2020 SISCEZa AD 25, 2024 14 Note v
No:synvonized 38 G CN Soufest Guiyang Compuirgsel N Soutwest-Guiyang Computingse!

Synconizing

protece nce 5614
822°70be-1562-4cca-ag1

--—-End

2.2.6 Performing a Failback

Scenarios

Prerequisites

Procedure
Step 1
Step 2

Step 3

Step 4

After a failover, services are running at the disaster recovery site. You can fail back
to your production site with a failback.

Failback is a high-risk operation. After a failback, services are started at the
production site. At this time, you must ensure that disaster recovery site services
are stopped. Otherwise, services may be conflicted or interrupted and data may be
damaged because both sites are providing services.

NOTICE

Failback is not supported for replica pairs whose Type is set to IDC-to-cloud and
Scenario set to V2C.

e Reverse reprotection is completed for all the protected instances in the
protection group, and the status of protected instances is Synchronization
finished or Failback failed.

e  Protected instance services are running at the disaster recovery site.

e All services on disaster recovery site servers are stopped, and all data has
been flushed to disks.

Log in to the management console.
Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the protection group you want to perform a failback and click the number
in the Protection Groups column.

The Protection Groups tab page is displayed.
In the navigation tree, choose the target protection group.

The protection group details page is displayed.

Issue 05 (2024-12-19) Copyright © Huawei Technologies Co., Ltd. 20



Storage Disaster Recovery Service

User Guide 2 Asynchronous Replication

Step 5 In the upper right corner of the basic information area, click Execute Failback.

The Execute Failback page is displayed.

Asynchronous Replication / Si

ication-az2-az3 | protected-group-001 Create Protection Group Create Protected Instance || C

Overview Protection Group Disaster Recovery Drills

Enter a ke Q protected-group-001 Execute Planned Failover Create Disaster Recovery Drill More v || C
O
protected-group-001 o
Basic Information o
protected-group-7.
protected-group-001 2 Protected 2
67a34fcd-10f9-4c3f-98eb-e9a56d12d65d
In progress 0
Re CN-North-Ulangab203
Az AZ3 Abnormal 0
Protected Instances: 2
Name v allc
Name & Status Production Site Server Disaster Recovery Site Server Created & Operation
ecs-agent-az2-3 ecs-agy dr
finished dd7ce447-cf96-4924-b 4 d 4da8d0f-3cbd-4054- 1-4 Apr 28,2024 1 More v
CN-North-Ulangab203 AZ2 (CN-North-Ulangab203 AZ3
protectec-nstance-7904 finished 1dd578 Apr 28, 2024 1 My
inishec 44ed- 4 1d03b4  Apr lore v
19193860-5b43-4097-9c CN-North-Ulangab203 AZ2 CN-North-Ulangab203 AZ3
Step 6 Select protected instances and click Submit
< | Execute Planned Failback
© Precautions A planned failback switches the services from the disaster recovery site to the production site.
Protection Group  protected-group-001
Selected: 2

Protected Instance Disaster Recovery Site Server

Name ecs-agent-az2-3-dr
Sia medium 2 | 1 vCPUs | 2 GB
192.168.0.233

protected-instance-7906
[3c25011a-3660-4c38-2019-b95bd4162eb0

Name ecs-agent-az2-2-dr
Si3.medium.2 | 1vCPUs | 2 GB
192.168.0.171

protected-instance-7904
19193860-5b43-4097-9¢16-6bf2e92e80de ecifications

Note: OBS will be used and wil generate charges during real-time synchronization. For details about the billing standards, see SDRS biling standards

Step 7 The protected instance status changes to Executing failback.

Protected Instances: 2

Name v Q|lC
Name & Status Production Site Server Disaster Recovery Site Server Created & Operation
N ecs-agent-az2-3 ecs-agent-az2-3-dr
profected-nstance 7906 Executing planned failback dd7ced4T-cfo6-4924-b807-c4 7590 8442800f-3¢bd-4054-8951-496250 Apr 28, 2024 1 M
3c25b1fa-366¢-4c36-29 P ~Cb-ATA bEuT ~cooARbA T P ore
'CN-North-Ulanqab203 AZ2 CN-North-Ulangab203 AZ3

prolectec-nstance- 1904 Execuling planned failback 353'?33;6557244 4-9084-1dd578 ;;B:sg;guazjidb:) 209-ad03b4 Apr 28, 2024 1 M
eroab0.50 2007 00 xecuting planned failbad 9e2134-60e-44ed-9084- -feda-4b0e-a209-a or Vore

‘CN-North-Ulangab203 AZ2 CN-North-Ulangab203 AZ3

Step 8 After the protected instance status changes to Failback completed, the operation
is successful.
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Protected Instances: 2

Name & Status

-az2-3

ecs-agent-az2-3 ecs-agent-az2-3-dr
@ Planned failback completed dd7ce447-cf96-4924-bB07-c4759d: 84da8d0f-3cbd-4054-8951-49¢250 Apr 28, 2024 1 Viore v
GN-North-Ulanqab203,AZ2 GN-North-Ulanqab203,AZ3

protected-instance-7906
3c25b1fa-3660-4c38-20

ecs-agent-az2-2 ecs-agent-az2-2-dr
@ Planned failback completed 0c9e234-aB0e-44ed-9084-1dd578 07079001-feda-4b0e-a209-ad03b4 Apr 28, 2024 1 Viore -
CN-North-Ulanqab203,A72 CN-North-Ulanqab203,AZ3

protected-instance-7904

----End

2.2.7 Reprotecting a Protection Group

Scenarios

After a failback, data is not automatically synchronized from the production site to

the disaster recovery site, and protection is disabled for protected instances. To

start data synchronization from the production site to the disaster recovery site,
reprotect the protection group.
Prerequisites

e Ensure that, in 24.6.0 or an earlier version, you have preconfigured the
production site servers you want to reprotect according to Configuring
Production Site Servers.

e In 24.9.0 or a later version, SDRS automatically configures the disaster
recovery gateway, so you do not need to preconfigure the production site
servers before performing a reprotection. In 24.6.0 or an earlier version,
ensure that you have upgraded the SDRS software on the gateway and
production site servers to 24.9.0 or later and reconfigured the gateway
according to Configuring a Disaster Recovery Gateway.

e The status of protected instances in the protection group is Failback
completed or Reprotection failed.

Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the protection group you want to reprotect and click the number in the
Protection Groups column.

The Protection Groups tab page is displayed.
Step 4 In the navigation tree, choose the target protection group.

The protection group details page is displayed.

Step 5 In the upper right corner of the basic information area, choose More > Reprotect.
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Asynchronous Replication / Site-replication
Overview Protection Group
O aE

Unprotected serv.
protected-group-

protected-group.

(11 NOTE

23 / protected-group-001

Disaster Recovery Drills

protected-group-001

Basic Information

protected-group-001 (9

E:

67a341cd-1019-4c3f-98eb-e9a560120650

Region  CN-North-Ulangab203
Az3

Network  vpc.sdrs(192.168.0.0/16)

Protected Instances: 2

Name &

protected-instance-7906
3c25b1ta-366d-4c38-29.

protected-instance-7904
19f93860-5b43-4097-9c.

Status Production Site Server Disaster Recovery Site Server Created &

@ Planned failback completed

@ Planned faiback completed

Create Protection Group Create Protected Instance | C.

Execute Planned Failover Create Disaster Recovery Drill Execute Planned Failback

Enable Protection

Protected Instances Disable Protection

To be protected 2 Reprotec

Perform Reverse Reprotection
Protected 0

In progress 0

Abnormal 0

Name v | Enterakeywo allc

Operation

dd7Cedd7-cf96-4924-bB07-c4T59¢

1-496250 Apr 28, 2024 1 More v
CN-North-Ulanqab203,AZ2 CN-North-Ulanqab203,AZ3
ecs-agent-az2-2-dr ecs-agent-az2-2-dr

134-260e-4420-0084-100578 1-feda-4bi d03b4 Apr 28, 2024 1 More v
CN-North-Ulanqab203,AZ2 CN-North-Ulanqab203,AZ3

In 24.9.0 and later versions, SDRS automatically configures the disaster recovery gateway.
After a failback, wait for 1 to 2 minutes and then use reprotection.

Step 6 Select protected instances and click Submit.

<

@ Precautions

Reprotect

Areprotection synchronizes data from the production site to the disaster recovery site.

Ifan original disk on the disaster recovery site server is included in a reprotection, data on this disk will be overwritten.

Protection Group protected-group-001

Selected: 2

Select the instance o be reprotected.

Protected Instance

protected-instance-7906

protected-instance-7904

3c25b1fa-3660-4¢38-3919-b95bd4162eb0

19193860-5b43-4097-9¢16-6b12692680de

Disaster Recovery Site Server

ecs-agent-az2-3- virtio-fe5610e4-25e. 40 GB | HDD

ecs-agent-az2-2- Virtio-d0401481-cO 40 GB | HDD

Note: OBS will be used and will generate charges during real-time synchronization. For details about the billing standards, see SDRS billing standards.

Step 7 The protected instance status changes to Under reprotection. Wait until the
operation is complete.

Protected Instances: 2

N
Name &

prote: ns| 906
3c25b1fa-366d-4¢38-a9.

protected-instance-7904

19f93860-5b43-4097-9c

Status

Under reprotection

Under reprotection

Name v | Enterakeyword alle
Production Site Server Disaster Recovery Site Server Created & Operation

ecs-agent-az2-3-dr ecs-agent-az2-3-d

dd7cedd7.cf96-4924-b807-c4 7590 840a8001-3cbd.4054-8951-49€250 Apr 28, 2024 1 ore v

CN-North-Ulangab203 AZ2

ecs-agent-az2-2-dr

0Oc9e2f34-aB0e-44ed-9084-1dd578 07079001-feda-4b0e-a209-ad03b4 Apr 28, 2024 1

CN-North-Ulangab203 AZ2

CN-North-Ulangab203 AZ3

ecs-agent-az2-2-d

ore v

CN-North-Ulangab203 AZ3

Step 8 After the operation is complete, the protected instance status changes to

Synchronizing, and the amount of data to be synchronized and estimated
remaining time are displayed.
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Protected Instances: 2

Name v QllC

Name & Status Production Site Server Disaster Recovery Site Server Created & Operation

brotecte stance
3c25b1fa-366d-4c38-a9

6-4924-b807-c4759d

m Apr 28,2024 1
ngab203,AZ2 CN-North-Ulanqab203, AZ3

rotected-instance-7904
19f93860-5b43-4097-9c.

le-44ed-9084-1dd578 - Apr 28, 2024 1
ngab203,AZ2 CN-North-Ulangab203 AZ3

L] NOTE
After the failback is successful, disaster recovery site servers will be automatically deleted.

--—-End

2.2.8 Creating a Disaster Recovery Drill

Scenarios

Precautions

Disaster recovery drills are used to simulate fault scenarios, formulate recovery
plans, and verify whether the plans are applicable and effective. Services are not
affected during disaster recovery drills. When a fault occurs, you can use the plans
to quickly recover services, thus improving service continuity.

SDRS allows you to run disaster recovery drills in isolated VPCs (different from the
disaster recovery site VPC). During a disaster recovery drill, drill servers can be
quickly created based on the disk snapshot data.

(11 NOTE

e After drill servers are created, production site servers and drill servers will independently
run at the same time, and data will not be synchronized between these servers.

e During a drill, an ECS used for system conversion will be created, with a name suffix
VMwareToCloud. Do not perform any operation on this ECS. Or, the drill may fail. This
ECS will be automatically deleted after the drill is complete.

To guarantee that services can be switched to the disaster recovery site when an
outage occurs, it is recommended that you run disaster recovery drills regularly.

e If the production site servers of a protection group are added to an enterprise
project, the drill servers created will not be automatically added to the
enterprise project. Manually add them to the project as needed.

e If the production site servers run Linux and use key pairs for login, the key
pair information will not be displayed on the server details page, but login
using the key pairs is not affected.

e After a disaster recovery drill is created, modifications made to Hostname,
Name, Agency, ECS Group, Security Group, Tags, and Auto Recovery of
production site servers will not be synchronized to drill servers. Log in to the
console and manually make the modifications for the drill servers.

e During a disaster recovery drill, a primary NIC is configured for each disaster
recovery site server. If a production site server uses a secondary NIC, you need
to manually bind a secondary NIC for the corresponding disaster recovery site
server on the server details page.
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Prerequisites

e |Initial synchronization is completed for all the protected instances in the
protection group, and the status of protected instances is Synchronization
finished or Disaster recovery drill failed.

e  Protected instance services are running at the production site.

Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the protection group you want to run a disaster recovery drill and click
the number in the Protection Groups column.

The Protection Groups tab page is displayed.
Step 4 In the navigation tree, choose the target protection group.
The protection group details page is displayed.

Step 5 In the upper right corner of the basic information area, click Create Disaster
Recover Drill.

Figure 2-6 Protection group drill entry

Step 6 Configure drill servers.

Figure 2-7 Configuring drill server specifications in a batch

~ice Free During OBT @ [ |
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Table 2-3 Parameter description

Parameter Description Example

Value
Protected Select all the protected instances you want to -
Instance perform a disaster recovery drill.

Drill Server Select the drill server specifications. -

To configure drill server specifications in a batch,
select protected instances and click Configure in
the first row, as shown in Figure 2-7.

Drill Name Enter a drill name for each protected instance. Drill-ECS02

The name can contain letters, digits, underscores
(1), hyphens (-), or periods (.), can be no more
than 64 characters long, and cannot contain
spaces.

Network Select a VPC and subnet for the drill. -

The drill VPC and the VPC of disaster recovery site
servers must be different.

Step 7 Click Next. On the displayed page, confirm drill information and click Submit.

< | Create Disaster Recovery Drill

Details

Product Type Specifications Billing Mode Price (ECS + Disk)

ECS(s)

1vCPUs |2GB

Step 8 After the disaster recovery drill is created, log in to drill servers and check whether
services are running properly.

----End

2.2.9 Deleting a Protection Group

Scenarios

You can delete protection groups that are no longer needed to release resources.

Prerequisites
e The protection group contains no protected instances.
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e Disaster recovery drills in the protection group have been deleted.

Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair in
which you want to delete protection groups and click the number in the
Protection Groups column.

...............

Step 4 In the navigation tree, select the target protection group to view its details.

In the upper right corner of the basic information area, choose More > Delete.

- Jlc

(11 NOTE

A protection group cannot be deleted if it contains protected instances or disaster recovery
drills.

Step 5 In the displayed dialog box, confirm information and click Yes.

X
Are you sure you want to delete this protection
group?
Protection Group Protected Instances
protected-group-7137 0
z
----End
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2.3 Managing Protected Instances

2.3.1 Creating Protected Instances

Scenarios

You can create protected instances for ECSs that require disaster recovery in a
specific protection group. If a lot of production site servers become faulty due to
force majeure, you can execute a failover to switch services from the production
site to disaster recovery site to ensure service continuity.

When you create a protected instance, only disks are created at the disaster
recovery site. The disk type can be different, but disk sizes must be the same as
those of the production site server disks. After a protected instance is created,
protection is automatically enabled until data has been synchronized.

(11 NOTE

When you create a protected instance, the background system automatically creates
replication pairs for all the disks on the server, creates disks of the same specifications at
the disaster recovery site, and then starts the initial data synchronization.

Initial synchronization occupies the disk read bandwidth, CPU, and memory of the
production site server, so you are advised to create protected instances at off-peak hours, or
disable protection for them when services are affected and then enable protection at off-
peak hours.

Prerequisites

e  Production site servers are not used to create protected instances.

e Production site servers are in the same AZ and VPC as the cloud disaster
recovery gateway.

(10 NOTE

e If you have installed the proxy client on production site servers and then attach
and detach disks on them, restart the servers before creating protected instances
for them.

Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair in
which you want to create protected instances and click Create Protected Instance
in the Operation column.

The Create Protected Instance page is displayed.
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Storage Disaster Asynchronous Replication @ @ Senice Overvien ® Process Flo Create Replica Pair

Recovery Service

Service Overview

Cloud DR

Storage Disaster Recovery Service (SDRS) provides disaster recovery services for servers at the Disaster Recovery Site

prodiction data center

Asynchronous Replication disaster recovery (DR) continuously replcates the server data at the
production site to the DR site and can be performed from a local IDC o the cloud. This improves
business continuity, boasts second-level recovery point objective (RPO), and recovers services
within minutes.

eam more

Process Flow *
1 e D)
< @ —2 — 4

Create Replica Pair Deploy Disaster Recovery Gateway Install Proxy Client Create Protected Instance

Solctaregion anaAZ ot he st ey Connioaa e asaserrecover aevay ouncad e proycint ana st on e Procucion st senes i h rry it
: e Tl o sl oo ot e o 5 e auom e Syou

bt ey el s & MOSS e
R o ey craok poceion ne
— e ot Srcvonte saa

between the production site and disaster recovery
e

Replica Pair List

€1639€30-7b9-4bar-921c

Name v | Entel ajc

& Name Production Site Disaster Recovery ...  DisasterRecovery ... Protection... Protected... DRDrllS... Unprotected Ser... & Created Operation

CN Southwest-Guiy...  CN SouthwestGuiy...  vpc-29b1(192.1680... 1 2 0 1 Apr25,202419:42.24 G,

Step 4 Configure the protected instance information.

< | Create Protected Instance

Production Site Servers: 1

Discover more production ste servers Name = allc
Production Site Server Disaster Recovery Site Disk ...General Purpose SSD ~ Protected Instance Cost (SDRS + Disk)
ecs-sars-agent 1068 | General Purpose SSD v | wes
a2 protected-instance-2eag Free in OBT
(192.165.0.187)° 2068 | General Purpose SSD ~ | 2008
Protection Group protected-group-crossaz-1 v | C create Protec

Note: OBS will be used and will generate charges. For defails about the billing standards, see SDRS billing standards,

Table 2-4 Parameter description

Paramete
r

Description Example Value

Productio
n Site
Server

Select production site servers you want to -
protect.

Disaster
Recovery
Site Disk

Select the disk type for each disaster recovery | -
site disk.

NOTE
For the disaster recovery site servers created, the
device type of system disks is VBD, and that of data
disks is SCSI.

Protected
Instance

Enter a name for each protected instance. The | protected-
name can contain letters, digits, underscores instance-01
(1), hyphens (-), or periods (.), can be no more
than 64 characters long, and cannot contain
spaces.
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Paramete | Description Example Value
r
Protection | Select a protection group for the protected protected-
Group instances. group-01

If you create protected instances first time
ever or the current protection group does not
meet your requirements, click Create
Protection Group to create a new one.

It is recommended that you add servers of a
specific business to the same protection group.
In this case, you can start protection, perform
failovers, and run disaster recovery drills for
the entire group.

Step 5 Click Next. On the displayed page, confirm the configuration information and click
Submit.

< | Create Protected Instance

Details

Product Type Specifications. Billing Mode Cost (SDRS +Disk)

Protected Instance
Pay-per-use Free in 0BT

Step 6 When the protected instance status changes from Creating to Protected, the
protected instance is created successfully created, and the initial data
synchronization starts.

Name & Status Production Site Server Disaster Recovery Site Server Created & Operation

protected-instance-2ea9 e s agentazs s -
3412228561 - Apr 26, 2024 15 More v

Creating 0c3Dfad-at19-4406-
1Of4E6-119-4930-b214.5

TOTMEE-MS-4950-6214-5 CN Southwest-Guiyang-ComputingSel CN Southwest-Guiyang-ComputingSel

Name & Status Production Site Server Disaster Recovery Site Server Created & Operation

protected-instance-2ea9

T619T4e6-119-4930-0214-5 5-3412298%6 - Apr 26, 2024 15 More v

g-ComputingSel CN Southwest-Guiyang-ComputingSer

Protected

Step 7 After 1 to 2 minutes, the protected instance status changes to Synchronizing, and
the amount of data to be synchronized and estimated remaining time are
displayed.

Name & status Production Site Server Disaster Recovery Site Server Created @ Operation

Synchronizing

protected-instance-2ea9

7E9T4e6-T19-4G30-0214-5.. 2% -341229896f - Apr 26, 2024 15 More v

Not synchronized 58 G. CN Southwest-Guiyang-ComputingSe! CN Southwest-Guiyang-ComputingSel
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(11 NOTE

1. An initial synchronization synchronizes all disk data on the servers to disaster recovery
site disks. The time required for synchronization varies with the amount of the disk data.
The larger the amount of data, the longer the time.

2. The initial synchronization speed is affected by multiple factors, including the service
loads, network quality, and network bandwidth on the servers. Normally, the
synchronization speed is faster when servers have light loads and high network quality.
The synchronization bandwidth of a single instance can reach up to 60 MB/s.

3. The data upload bandwidth displayed on the protected instance page is the bandwidth
after data is compressed. This bandwidth is usually smaller than the actual bandwidth.

4. The synchronization progress displayed may restart from 0% if the synchronization is
interrupted by a fault or manually disabled and then enabled. This is because the
progress of the previous synchronization is not accumulated.

Step 8 When the protected instance status changes from Synchronization finished and
the Execute Failover button is available, the initial synchronization is complete.

--—-End

2.3.2 Enabling Protection

Scenarios
You can enable protection for a protected instance in a protection group.
After protection is enabled, data synchronization starts for the protected instance.
Prerequisites
The status of the protected instance is Pending protection or Enabling
protection failed.
Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the protected instance you want to enable protection and click the
number in the Protected Instances column.

The Protection Groups tab page is displayed.
Step 4 In the navigation tree, choose the target protection group.
The protection group details page is displayed.

Step 5 In the Protected Instances area, locate the target protected instance, choose
More > Enable Protection in the Operation column.
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onous Replication / Site-replication-002

protected-group-crossaz-1

Create Protection Group Create Protected Instance C
Overview Protection Group Disaster Recovery Drills
protected-group-crossaz-1 Execute Planned Failover Create Disaster Recovery Drill Execute Planned Failback More v C
O Al
protected group-crossaz-1 -
Basic Information i
Name protected-group-crossaz-1 8 Protected 2
I €3e94b6b-6afd-40a3-9f30-3262023a8820
Azt Abnormal 0 Enable
Protected Instances: 3
Name ~ | Enter akeyw c
761914e6-719-4930-b214-5. "ending protection Far9- " 5 " . ; " \pr More
If you want to enable protection for multiple protected instances, select the
desired instances and click Enable Protection above the instance list
Asynchronous Replication / Site-repli 02 / protected-group-crossaz-1 Create Protection Group Create Protected Instance || C
Overview Protection Group Disaster Recovery Drills
E e Q protected-group-crossaz-1 Execute Planned Failover Create Disaster Recovery Diill Execute Planned Failback More v 7
O
protected-group-crossaz-1 —
Basic Information ekt
Name  protected-group-crossaz-1 Protected 2
Azl Abnormal 0
Protected Instances: 3
Delete. Enable Protection Disable Protection Name v | Entera keyword allc
O name s status Production Site Server Disaster Recovery Site Server Created ¢ Operation
EISHAEB 194936 0214.5. @ Pending protection CEOTG a19-4061595 412256051 Apr 26,2024 15 More v

oN oN

Step 6 In the displayed dialog box, confirm the protected instance information and click
Yes to enable protection. The protected instance status changes to Enabling
protection.

X
o Are you sure you want to enable protection for these
instances?

After protection is enabled, data synchronization from the production site to the disaster
recovery site for the following protected instances will start.

Protected Instance Status Remarks

protected-instance-2ead @ Pending protection

Mo

Name & Status Production Site Server Disaster Recovery Site Server Created & Operation

ecs-sdrs-agent-az2-3
0cabif4d-a19-4406-h535-341229896%
€N Southwest i

protected-instance-2eag9

T619146-19-1930-0214-5 Enabling protection

Apr 26, 2024 15
yang-ComputingSei

More ~

g CN Southwest

Step 7 After protection is enabled, the protected instance status changes to
Synchronizing, indicating that differential data is being synchronized.
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Protected Instances: 3
Name M alC

Name & Status Production Site Server Disaster Recovery Site Server Created g Operation
Synchronizing

12% 06-D535-341229896f - Apr 26, 2024 15 More v
Not synchronized 52 G... CN Southwest-Guiyang-ComputingSe! CN Southwest-Guiyang-ComputingSei

protected-instance-2ead
761974€6-19-4930-0214-5

L] NOTE
After protection is enabled, differential data is read from disks and synchronized to the

disaster recovery site. During this period, the disk read bandwidth increases, and services
may be affected, so you are advised to enable protection during off-peak hours.

--—-End

2.3.3 Disabling Protection

Scenarios

You can disable protection for a protected instance in a protection group.

After protection is disabled, data synchronization stops for the protected instance.
Prerequisites

e The status of the protected instance is Synchronization finished,

Synchronizing, or Disabling protection failed.

e Protected instance services are running at the production site.

Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the protected instance you want to disable protection and click the
number in the Protection Groups column.

The Protection Groups tab page is displayed.
Step 4 In the navigation tree, choose the target protection group.
The protection group details page is displayed.

Step 5 In the Protected Instances area, locate the target protected instance, choose
More > Disable Protection in the Operation column.

Issue 05 (2024-12-19) Copyright © Huawei Technologies Co., Ltd. 33



Storage Disaster Recovery Service

User Guide 2 Asynchronous Replication

Name protected-group-crossaz-1 2 Protected 3
D c3e94b6b-6af4-40a3-930- 326262328820

In progress 0
CN Southwest-Guiyang-ComputingServicesOdin1

AZ1

Abnormal 0
Network  vpc-23b1(192.166.0.0/16)
Protected Instances: 3
Name v
Name & Status Production Site Server Disaster Recovery Site Server Created &
protected-nstance-2ead Simetreneng 79 ZEZ;:;’:%E;?Z;&& 341229896k Apr 26,2024 15;
% -a19-4406-b535- d -
761974e6-1719-4930-6214-5.
Not synchronized 55 G... CN Southwest g i CN Southwest-Guiyang-ComputingSel
- Synchronizing ecs-sdrs-agent-az2-1 -
protecied-instance 5614 i o s 5166l
82917058.1562-46 baB 1 - 86% 28933236-4354-42bc-a6be-2a16516e! Apr26, 2024 14
Not synchronized 5 GB. CN Southwest- g CN Southwest-Guiyang-ComputingSel
- Synchronizing ecs-sdrs-agent-az2-2
protected-instance 5616 ’
04764050-222b-491-m2" 64% 6fa20d23-aada-4510-091d-209c076b4 - Apr26, 2024 14:.
Not synchronized 17 G... CN Southwest-Guiyang-ComputingSel CN Southwest-Guiyang-ComputingSel

If you want to disable protection for multiple protected instances, select the

Disable
Protection

Operation
Delete

desired instances and click Disable Protection above the instance list.

Are you sure you want to disable protection for
these instances?

After protection is disabled, data synchronization from the production site to the disaster
recovery site for the following protected instances will stop.

Protected Instance Status Remarks

protected-instance-2ea9 Synchronizing -

- | I

Step 6 In the displayed dialog box, confirm the protected instance information and click

More ~

More v

More v

Yes to disable protection. The protected instance status changes to Disabling

protection.

Name v
Name & Status Production Site Server Disaster Recovery Site Server Created &
~ - ecs-sdrs-agent-az2-3 -
proecieg instance 2529 Disabling protection 0c3bitad-af19-4406-h535-341229896f Apr 26, 2024 15
a19-4406-0535- ] -
761974e6-19-493d-b214-5..
© CN Southwest-Guiyang-GomputingSei N Southwest-Guiyang-ComputingSet

Enter a keyword

Operation

More v

Step 7 After protection is disabled, the protected instance status changes to Pending

protection.

Name -
Name & Status Production Site Server Disaster Recovery Site Server Created &
i o ecs-sdrs-agent-az2-3
protected-nstance-2¢a9 @ Pending protection 0c3bff4d-af19-4406-b535-341229896k Apr 26, 2024 15:
| 2119-4406-5535- ] _
761514e6-19-4930-0214-5 P P
CN Southwest 0-ComputingSe! CN Southwest-Guiyang-

--—-End

Enter a keyword

Operation

Mare v
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2.3.4 Performing a Failover

Scenarios

Prerequisites

Precautions

Disaster recovery site servers are created using the most current data and billed
based on the server billing standards. If servers are still running during a failover,
the system synchronizes all the server data before failover is performed to the
disaster recovery site servers. Data written to the servers during the failover may
not be synchronized to the disaster recovery site. If one of the servers to be failed
over fails, data on the server may fail to be synchronized and some data may be
lost.

After a failover, data is not automatically synchronized from the disaster recovery
site to the production site, and protection is disabled for protected instances. To
start data synchronization from the disaster recovery site to the production site,
perform a reverse reprotection.

NOTICE

e Failover is a high-risk operation. After a failover, services are started at the
disaster recovery site. At this time, you must ensure that production site
services are stopped. Otherwise, services may be conflicted or interrupted and
data may be damaged because both sites are providing services. If you just
want to verify and analyze the disaster recovery site data, perform disaster
recovery drills instead.

e During a failover in a V2C scenario, an ECS used for system conversion will be
created, with a name suffix VMwareToCloud. Do not perform any operation on
this ECS. Or, the failover may fail. This ECS will be automatically deleted after
the failover is complete.

e If NIC switchover is enabled, after a failover, SDRS automatically stops the
production site server and changes the server status to Planned stop. If NIC
switchover is disabled, the production site server status remains unchanged
before and after a failover.

e After a failover, the production site server stops providing services. Or, new data
will be overwritten after a reverse synchronization.

e |Initial synchronization is completed for the protected instance, and the status
of the protected instance is Synchronization finished or Failover failed.

e Protected instance services are running at the production site.

e All services on production site server are stopped, and all data has been
flushed to disks.

During a failover, a primary NIC is configured for each disaster recovery site server.
If a production site server uses a secondary NIC, you need to manually bind a
secondary NIC for the corresponding disaster recovery site server on the server
details page.
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Procedure
Step 1
Step 2

Log in to the management console.

Click Service List and choose Storage > Storage Disaster Recovery Service.

The Storage Disaster Recovery Service page is displayed.

Step 3

Choose Asynchronous Replication. In the right pane, locate the replica pair

housing the protected instance you want to perform a failover and click the

number in the Protected Instances column.

The Protection Groups tab page is displayed.

Step 4

The protection group details page is displayed.

Step 5

All2)

Step 6 Configure the disaster recovery site server.

Unprotected servers

protected-group-crossaz-1

1002 / protected-group-crossaz-1

Disaster Recovery Drills

protected-group-crossaz-1

Basic Information

protected-group-crossaz-1 2
C3e94b6i-6aid-4033-9730-32620238620

N Soutfwest.Guiyang-ComputingServicesOcint
Az1

C-2901(192.168.0.0/16)

Protected Instances: 3

Execute Planned Failover Crea

Protected Instances.

To be protected 0

Protected 3

n progress 0

N Soutra
fini -

oN oN
i

oN oN

In the navigation tree, choose the target protection group.

In the Protected Instances area, locate the target protected instance, and click
Execute Failover in the Operation column.

Greate Protection Group Create Protecteq Instance || C

e Disaster Recovery Dl | | Execute Plamed Faback || more v | | C

Apr 26, 2024 15:12:39 GMT+08:00 fore v

Apr 26, 2024 14:58:31 GMT+08:00 | Execute Planned Failover
o

Apr26,2024 14:58:31 GMT+08:00  Execute Planned Failover More v
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Execute Planned Failover

Disaster Recovery Site Server Configuration

General computing | Si32xlarge.1 | 8 vCPUs |8 GB

Table 2-5 Parameter description

Paramet | Description Example Value
er
Billing Billing mode of the disaster recovery site server | Pay-per-use
Mode Only pay-per-use billing is supported currently.
Specificat | Select the specifications for the disaster -
ions recovery site server.
Name Enter a name for the disaster recovery site ECS02-DR
server.
The name can contain letters, digits,
underscores (_), hyphens (-), or periods (.), can
be no more than 64 characters long, and
cannot contain spaces.
NIC e If enabled, the NIC on the disaster recovery | -
Switchov site server will be consistent with the NIC
er on the production site server.
e During a failover, the system automatically
stops the production site server and binds
its NIC to the DR site server.
e During a failback, if the production site
server already has a new NIC bound
manually, the system will not bind the
original NIC back to the production site
server.
This function is only available when both
servers are in the same region.
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Paramet | Description Example Value
er
Subnet Select the subnet where the disaster recovery -
server resides.
IP Select how the server obtains an IP address. -
Address

e Use existing: Select this option if the
subnet selected is in the same CIDR Block
as the production site server. This setting
keeps the IP addresses on both servers
consistent.

e DHCP: IP addresses are automatically
assigned by the system.

e Manually Assign: Manually specify an IP
address.

Step 7 Click Next. On the displayed page, confirm the disaster recovery server
information and click Submit.

< | Execute Planned Failover

Details

Product Type Specifications. Billing Mode Price (ECS)

ECS(s) icesO
¢ Pay-per- Fi T
po ay-per-use ree in OB

s3.large 2 | 2 vCPU:
VpC-29b1(192.168.0.0/16)

Step 8 The protected instance status changes to Executing failover. After the failover is
complete, the status changes to Failover completed.

ecs-sdrs-agent-az2-1

protected-instance-5614

5991700 1562 4 a5 Executing planned failover

Apr 26, 2024 14 More v

CN Southwest-Guiyang-ComputingSer

ecs-sdrs-agent-az2-1-dr
. 38059760-3db1-4de2-aSac-6/b9082affc Apr 26, 2024 14 More ~
CN Southwest Guiyang-ComputingSe: CN Southwest-Guiyang-ComputingSe:

protected-instance-5614
822170be-1562-4dda-bas1

@ Planned failover completed

--—-End

2.3.5 Performing a Reverse Reprotection

Scenarios

After a failover, data is not automatically synchronized from the disaster recovery
site to the production site, and protection is disabled for protected instances. To
start data synchronization from the disaster recovery site to the production site,
perform a reverse reprotection.
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(11 NOTE

Prerequisites

Procedure

e After you perform a reverse reprotection, the initial data synchronization starts. During
the data synchronization, if disaster recovery site servers are restarted, data will be
resynchronized until the synchronization is complete.

e During a reverse reprotection, SDRS stops the production site server and changes the
server status to Planned stop.

e |[f disaster recovery site servers are restarted after the initial synchronization is complete,
data will not be resynchronized. If there is data written to the disaster recovery server
later, incremental data synchronization will be performed.

e Reverse reprotection overwrites data of production site servers with data of disaster
recovery site servers. If there is data written to production site servers after the failover
is performed, such data will be overwritten.

e Reverse reprotection is not supported for replica pairs whose Type is set to IDC-to-
cloud and Scenario set to V2C.

Ensure that, in 24.6.0 or an earlier version, you have preconfigured the
disaster recovery site server that you want to perform reverse reprotection
according to Configuring Disaster Recovery Site Servers. Or, the protected
instance cannot be operated, as shown in the following figure.

Figure 2-8 Disaster recovery site server not preconfigured

In progress 0
CN Southwest-Guiyang-ComputingServicesOdin1

Azt Abnormal 0

VpC-29b1(192.168.0.016)

Protected Instances: 3 No unprotected servers are configured at the

disaster recovery site. Configure an E
unprotected server based on Configuration <
Process.

Name & status Production Site Server Disaster Recovery Site Server Create

Name

protected-nstance-2ea9

y s
oM 10.493-6214.5 ynchronization finished

Apr 26, 2024 15 Execute Pl

Delete
protected-nstance-5614
822170be-1562-4dda-bas1

@ Planned failover completed

More ~

In 24.9.0 or a later version, SDRS automatically configures the disaster
recovery gateway, so you do not need to preconfigure the disaster recovery
site servers before performing a reverse reprotection. In 24.6.0 or an earlier
version, ensure that you have upgraded the SDRS software on the gateway
and production site servers to 24.9.0 or later and reconfigured the gateway
according to Configuring a Disaster Recovery Gateway.

The status of the protected instance is Failover completed or Reverse
reprotection failed.

Step 1 Log in to the management console.

Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.

The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the protected instance you want to perform reverse reprotection and click
the number in the Protected Instances column.
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The Protection Groups tab page is displayed.

Replica Pair List
Protected Instances

Name v | En K Q C
& Name Production Site Disaster Recovery ... Disaster Recovery ... Protection... [Protected .| DRDrillS... Unprotected Ser.. ¢ Created Operation
Sierepicaien CN Southwest-Guiy..  CN Southwest-Gui pc-2901(192.165.0. 3 0 ) Apr 25,2024 19:4224 G
C1639630-17bS-4bar-921c s VESEGU pemplEz 1e E Pz
Site-replication Jobt19 165 s
[t west- Ype-29D1(192.168.0 x
e s i1 ae Local ata center ON Southwest-GUly...  Vpc-2901(192.1660... 0 0 0 0 Apr 25,2024 19.41:42 G D

Step 4 In the navigation tree, choose the target protection group.

The protection group details page is displayed.

ous Replcation / Site-feplcalon 002 / protectad-group-crossaz-1 Greate Protection Group || Create Protected Instance. || C
Overview  Protection Group  Disaster Recovery Drills
Q protected-group-crossaz-1 Create Disaster Recovery Dril Falback More v || C
) a2
Unprotected servers r = Protected Instances
profecied group-crossaz-1 -
7o be protecied 1
Basic Information &
protected-groupcrossaz-1 2 Protected 2
C3eo4bG-6a1d-40a3 9130-326202328520
In progress 0
CN Souwest.Gulyang-CompuingSenvicesOdint
i Aonomal 0
¥pe-2901(192.168.0.0/16)
Protected Instances: 3
Name | Enterakeyword allc
Name & stas Production Site Server Disaster Recovery Sta Server Created ¢ Operation
rotectec-instance-2629 2o 200015
a - Apr 1 Execute Planned Faover More
76191486.119-493-0214.5.
oN uyang ComputingSer  CN omputingSer
o1 @ Prannca falover co. 3 3 Apr 26, 2024 14 More
oN y mputingser  ON omputingSer
ecs sars-agent.az22
ol 6 - ADI26,2024 14 Execute Planned Falover More
CN Soutwest.Guyang-ComputingSer  CN Souiwest.Gulyang-CompuingSer

Step 5 In the Protected Instances area, locate the target protected instance, choose
More > Perform Reverse Reprotection in the Operation column.

n progress v
CN Southwest-Guiyang-ComputingServicesOdin1

Az

‘Abnormal 0
VpC-2901(192.168.0.0/16)
Protected Instances: 3
Name v | Enter akeywc o2
Name & Status Production Site Server Disaster Recovery Site Server Created & Operation
. . ecs-sdrs-agent-az2-3 - Perform
prolected instance- 2629 Synchronization fini 0c3bff4d-af19-4406-b535-341229896f Apr 26, 2024 15: B I Reverse
y -at19-4406-b535- 3 - xecute P verss
7619f4e6-719-4930.6214-5 CN Southwest. N Southwest Guiy Reprotection
Delete
otected nstance 5614 ecs-sdrs-agent-az2-1 ecs-sdrs-agent-az2-1-dr
o0t 70061500 e ba5 1 @ Planned failover co 23933236-0354-420c-a6be-22165 168! 2805976c-3db1-4de2-a%ac-6109082affc Apr 26, 2024 14: More ~
CN Southwest CN Southwest-Guiy
. ecs-sdrs-agent-az2-2
protected-instance-5616
i bd: 4510-b91d-30b9c076b4 - Apr 26, 2024 14: ite Pl ed Failow M v
04764050-220b- 49628 Y fini. C \pr Execute Planned Failover More
CN Southwest- CN ithy t-

(11 NOTE

In 24.9.0 and later versions, SDRS automatically configures the disaster recovery gateway.
After a failover, wait for 1 to 2 minutes and then use reverse reprotection.

Step 6 Confirm information on the Perform Reverse Reprotection page.
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< | Perform Reverse Reprotection

ery site 1o the producton site.
erse reprotection, data o this disk wil be overwriten

Disaster Recovery Site Server

40GB | General Purpose SSD

Step 7 Click Submit. The protected instance status changes to Reverse reprotecting.

ecs-sdrs-agent-az2-1-
protected-instance-5614 cN drs-agent Mz 1-dr

822170be-1562-4002-Da81 Reverse reprotecting

165168t

6 i Apr 26,2024 14 More v
mputingSer

CN Southwest-Guiyang

Step 8 When the protected instance status changes to Protected, reverse reprotection is
executed successfully. At this time, a full data comparison is performed and
incremental data synchronization is started.

protectec-instance-5614 eci—sd'f&a;f:‘t—iiz—mr

822170be-1562-4dda-bag1 Protectea

165168t

6M9082aflc Apr 26, 2024 14: More v

CN Southwest.

Step 9 After 1 to 2 minutes, the protected instance status changes to Synchronizing, and
the amount of data to be synchronized and estimated remaining time are
displayed.

Synchronizing ecs. 2-
4% 239 2bC-a36C-2416516et
Not synchronized 38 G CN Southwest-Guiyang-ComputingSet

ecs-sdrs-agent-az2-1-dr
916C-30b1-4062-29aC-6MI0B2AMC Apr 26, 2024 14: More v

protected-instance-5614
822170be-1562-40da-0ag1

--—-End

2.3.6 Performing a Failback

Scenarios

After a failover, services are running at the disaster recovery site. You can fail back
to your production site with a failback.

Failback is a high-risk operation. After a failback, services are started at the
production site. At this time, you must ensure that disaster recovery site services
are stopped. Otherwise, services may be conflicted or interrupted and data may be
damaged because both sites are providing services.

NOTICE

Failback is not supported for replica pairs whose Type is set to IDC-to-cloud and
Scenario set to V2C.

Prerequisites

e |Initial synchronization is completed for the protected instance, and the status
of the protected instance is Synchronization finished or Failback failed.

e  Protected instance services are running at the disaster recovery site.
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e All services on the disaster recovery site server are stopped, and all data has
been flushed to disks.

Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the protected instance you want to perform a failback and click the
number in the Protected Instances column.

The Protection Groups tab page is displayed.
Step 4 In the navigation tree, choose the target protection group.
The protection group details page is displayed.

Step 5 In the Protected Instances area, locate the target protected instance and choose
More > Execute Failback in the Operation column.

In progress 0
CN Southwest-Guiyang-ComputingSenvicesCdini

Azt Apnormal 0
VPC-2901(192.168.0.0/16) Exccute
Planned
Failback
Protected Instances: 3
Name v | Enterakeywc B
Name & Status Production Site Server Disaster Recovery Site Server Created & Operation
} . ecs-sdrs-agent-az2-3
protecec nstance 2629 Synchronization fini Oc3bifac-aM1g-4406-0535-3412298961 ADr26.202416...  ExeciePl
. -af19-4406-0535- d - . xecute Pk
T6SMCET19-4930-0214-5 ’
© CN Soutiest-Guiyang-C 9 CN Soutiwiest-Guiyang-ComputingSe!
Dekete
rotecten netane 614 ecs-sdrs-agent-az2-1 ecs-sdrs-agent-az2-1-dr
protected- 5614 . .
fini 3933236-4354-420, 16516¢! 3859f6c-3db4 6/b908Zaflc Apr 26, 2024 14 More ~
822170be-1562-4dda-bas1 > 2 More
CN Southwest-Guiyang g CN Southwest-Guiyang-ComputingSe!
; ecs-sdrs-agent-az2-2
protected-instance-5616
p fini b 4510-6910-309c07604 - Apr26.202414...  Execuie Planned Fallover More v
04764c60-232-45e- 2291
CN t-Guiy: CN Southwest-Guiyang-ComputingSel
h . ick .
Step 6 On the displayed page, click Submit.
< | Execute Planned Failback
© Precautons  Aplanned faback swiches the servces ffomthe disaster recovery sieto th production st
Services will be faled Backto onginal producion ste servers, and dat on the senvers wilbe overuriten
Protection Group  prfectec-group-<rossaz-1
Selectedt 1
‘Select protected instances for e panned faiback. c
Protected Instance Disaster Recovery Site Server
proectednstance 5614
221700e-1562-40d2-b281-906CSa11504c
Note: OBS Wil b used and wil generate charges during rea-me synchronizaton.For dtalls about the billng standards, see SORS bilng standarcs
Submit
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Step 7

Step 8

The protected instance status changes to Executing failback. Wait until the
operation is complete.

4-42bc-86bc-22165 166! 3805016C-30b1-40e2-a0aC-6DI0B2AMC Apr 26, 2024 14 More v
-Guiyang-ComputingSe! CN Southwest-Guiyang-ComputingSer

protected-instance-5614

552170501250 4o bat ] Executing planned failback

After the protected instance status changes to Failback completed, the operation
is successful.

@ Planned failback completed 2393323 54-42bc-abbc-2a16516el 365! -4de2-a9ac-6b9082affc Apr 26, 2024 14: More v
CN Southwest-Guiyang-ComputingSe1 CNS uiyang-ComputingSe:

protected-instance-5614
622170be-1562-40da-bad 1

--—-End

2.3.7 Reprotecting a Protected Instance

Scenarios

Prerequisites

Procedure
Step 1
Step 2

Step 3

Step 4

After a failback, data is not automatically synchronized from the production site to
the disaster recovery site, and protection is disabled for protected instances. To
start data synchronization from the production site to the disaster recovery site,
reprotect the protected instances.

e Ensure that, in 24.6.0 or an earlier version, you have preconfigured the
production site server you want to reprotect according to Configuring
Production Site Servers.

e In 24.9.0 or a later version, SDRS automatically configures the disaster
recovery gateway, so you do not need to preconfigure the production site
servers before performing a reprotection. In 24.6.0 or an earlier version,
ensure that you have upgraded the SDRS software on the gateway and
production site servers to 24.9.0 or later and reconfigured the gateway
according to Configuring a Disaster Recovery Gateway.

e The status of the protected instance is Failback completed or Reprotection
failed.

Log in to the management console.
Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the protected instance you want to reprotect and click the number in the
Protected Instances column.

The Protection Groups tab page is displayed.
In the navigation tree, choose the target protection group.

The protection group details page is displayed.

Issue 05 (2024-12-19) Copyright © Huawei Technologies Co., Ltd. 43


https://support.huaweicloud.com/intl/en-us/usermanual-sdrs/sdrs_ug_idc_0071.html

Storage Disaster Recovery Service
User Guide 2 Asynchronous Replication

Step 5 In the Protected Instances area, locate the target protected instance, choose
More > Reprotect in the Operation column.

In progress 0

Region  CN Southwest-Guiyang-ComputingServicesOdin
Azt Abnomal 0

VpC-29D1(192.168.0.0/16)

Protected Instances: 3

Name v | Enterakeywc e

Name & Status Production Site Server Disaster Recovery Site Server Created & operalmn

ecs-sdrs-agent-az2-3
protected-instance-2ead o

R Synchronization finished 0C3bM4d-a119-4406-5535-3412298961 - Apr 26, 2024 15 Execute P
761914€6-1119-4930-5214-
= > CN Southwest-Guiyang-ComputingSe! CN Southwest-Guiyang-ComputingSe!
Delete
ecs-sdrs-agent-az2-1 ecs-sdrs-agent-az2-1-dr
profectec nsiance 5614 @ Planned failoack completed 23933236-354-42bc-26bc-2216516et 3805916C-3db1-4de2-a0ac-61D9082aMTc Apr 26, 2024 14 [
822170be-1562-4dda-bag1 P 395 -420c-a6bc 3 3805916C-3db1-4deD-a9aC-6MD3 o i
CN Southwest-Guiyang-ComputingSe! CN Southwest-Guiyang-ComputingSe!

(1 NOTE

In 24.9.0 and later versions, SDRS automatically configures the disaster recovery gateway.
After a failback, wait for 1 to 2 minutes and then use reprotection.

Step 6 On the displayed page, click Submit.

< | Reprotect

@ Precautions  Areprotection synchronizes data from the production site to the disaster recovery site.
If:an original disk on the disaster recovery site server is included in a reprotection, data on this disk will be overwitten

Protection Group protected-group-crossaz-1

Selected: 1
Selectthe nstance to be reprotected. c

Protected Instance Disaster Recovery Site Server

protected-instance-5614

822170De-1562-40d2-5a81-906C9011504c 40GB| HOD

Note: OBS will be used and will generate charges during reaktime synchronization. For details about the biling standards, see SDRS biling standards.

Step 7 The protected instance status changes to Under reprotection. Wait until the
operation is complete.

s-sd gent-az2-1 ecs-sdrs-agent-az2-1-ar
33236-0354-42bc-abbe-2a16516et 38d59f6c-3db1-4de2-agac-6b9082affc Apr 26, 2024 14 More
CN Southwest-Guiyang-ComputingSe! CN Southwest-Guiyang-ComputingSel

protected-instance-5614
822170be-1562-4dda-bas1

Under reprotection

Step 8 After the operation is complete, the protected instance status changes to
Synchronizing, and the amount of data to be synchronized and estimated
remaining time are displayed.

otectednstance 5614 Synchronizing ecs-sdrs-agent-az2-1 -

protectecH ~obts 9% 393 54.-. . 6DC- 5 i _ o

592170b6.15624d0abas1 0% 23933236-0354-420c-a6DC 22165168 Apr 26, 2024 14 More
Not synchronized 0 G5 CN Southwest-Guiyang-ComputingSei CN Southwest-Guiyang-ComputingSer
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(11 NOTE

After the failback is successful, the disaster recovery site server will be automatically
deleted.

--—-End

2.3.8 Creating a Disaster Recovery Drill

Scenarios

Precautions

Prerequisites

Disaster recovery drills are used to simulate fault scenarios, formulate recovery
plans, and verify whether the plans are applicable and effective. Services are not
affected during disaster recovery drills. When a fault occurs, you can use the plans
to quickly recover services, thus improving service continuity.

SDRS allows you to run disaster recovery drills in isolated VPCs (different from the
disaster recovery site VPC). During a disaster recovery drill, drill servers can be
quickly created based on the disk snapshot data.

(1 NOTE

e After drill servers are created, production site servers and drill servers will independently
run at the same time, and data will not be synchronized between these servers.

e During a drill, an ECS used for system conversion will be created, with a name suffix
VMwareToCloud. Do not perform any operation on this ECS. Or, the drill may fail. This
ECS will be automatically deleted after the drill is complete.

To guarantee that services can be switched to the disaster recovery site when an
outage occurs, it is recommended that you run disaster recovery drills regularly.

e If the production site servers of a protection group are added to an enterprise
project, the drill servers created will not be automatically added to the
enterprise project. Manually add them to the project as needed.

e If the production site servers run Linux and use key pairs for login, the key
pair information will not be displayed on the server details page, but login
using the key pairs is not affected.

e After a disaster recovery drill is created, modifications made to Hostname,
Name, Agency, ECS Group, Security Group, Tags, and Auto Recovery of
production site servers will not be synchronized to drill servers. Log in to the
console and manually make the modifications for the drill servers.

e During a disaster recovery drill, a primary NIC is configured for each disaster
recovery site server. If a production site server uses a secondary NIC, you need
to manually bind a secondary NIC for the corresponding disaster recovery site
server on the server details page.

e Initial synchronization is completed for the protected instance, and the status
of the protected instance is Synchronization finished or Disaster recovery
drill failed.

e Protected instance services are running at the production site.
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Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the protected instance you want to run a disaster recovery drill and click
the number in the Protection Groups column.

The Protection Groups tab page is displayed.
Step 4 In the navigation tree, choose the target protection group.
The protection group details page is displayed.

Step 5 In the Protected Instances area, locate the target protected instance and choose
More > Create Disaster Recovery Drill in the Operation column.

. Create Disaster
protected-group-crossaz-1 & Protected 3 Recovery Drill

3e94Bb-6ar4-40a3-9130-3262023a8820

In progress 0
N Southwest-Guiyang-ComputingServicesOdin1
Az Az1 Abnormal 0
ok VPC-29p1(192.168.0.0/16)
Disable
Protection
Protected Instances: 3
Name v | Entera keywe e
Name ¢ status Proguction Site Server Disaster Recovery Site Server Created g Operation
Delete
s-sdrs-agent-az2-3
[ ST 2 @ synchronization i zzsr:ﬁ;u :;J;majfe 1535-341229896f Apr 26,2024 15; E Planned Failover M
e I y 319 4406-5535-34122¢ - p xecuie Planned Failover More
CN Southwest mputingSe! CN Southwest-Guiyang-
- Synchronizing .
protected-instance-5614 ) nt )
1% 6-0354-42bc-a6bc-2a165166! - Apr 26,2024 14 Vore ~
822170be-1562-4cda-badt > ° o More
Not synchronized 23 G ©N Southwest-Guiyang-ComputingSel CN Southwest-Guiyang-ComputingSel
- ecs-sdrs-agent-az2-2
protected-instance-5616
o000 4o A0 Synchronization fini 6fa2ba23-3a%2-4510-0910-3b9¢076b4 - Apr 26,2024 14 Execute Planned Failover More
A N CN Southwest-Guiyang-ComputingSel CN Southwest-Guiyang-ComputingSe!
< | Create Disaster Recovery Drill
e
Sl Sarvr  co-si-agen 022 3(102.168.0187)
Spacit
wrs)
a
[[[[[[
0105 Gots 50000
o105 Gots 50000
carssts 150000
orss oats 500,000 v
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Table 2-6 Parameter description

Parameter Description Example
Value

Specification | Select the drill server specifications. -
s

Drill Name Enter a drill name. Drill-ECS02

The name can contain letters, digits, underscores
(L), hyphens (-), or periods (.), can be no more
than 64 characters long, and cannot contain
spaces.

Network Select a VPC for the drill. -

The drill VPC and the VPC of disaster recovery site
server must be different.

Subnet Select a subnet for the drill. -

IP Address Select how the server obtains an IP address. -

e Use existing: Select this option if the subnet
selected is in the same CIDR Block as the
production site server. This setting keeps the IP
addresses on both servers consistent.

o DHCP: IP addresses are automatically assigned
by the system.

e Manually Assign: Manually specify an IP
address.

Step 7 Click Next. On the displayed page, confirm drill information and click Submit.

< | Create Disaster Recovery Drill

Details

roduct Type Specificaons ~Biln g Mode Price (ECS + Disk)

Step 8 The protected instance status changes to Creating disaster recovery drill. After
the drill is created, the instance status changes back to Synchronization finished.
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n / Site-replication-002 / protected-group-crossaz-1

Disaster Recovery Drills

protected-group-crossaz-1
5 A
Unprotected servers

protected-group-cros.

Basic Information

protected: 14

C394D6D-6aid-40a3-9130- 326202328820

CN Southwest-Guiyang-ComputingServicesOdint

Azt

2001(192.168.0.0/16)

Protected Instances: 3

Name &

status.

Creating disaster recovery il

Protected Instances: 3

Name & status

protected-instance-2ea9

L5450 145 Synchronization finished

Production Site Server

Create Protection Group Create Protected Instance || C

Execute Planned Failover Create Disaster Recovery Drill xecute Planned Failback M [
Protected Instances
To be protected
Protected 2
In progress 1
Abnomal 0
Name v allc
Production Site Server Disaster Recovery Site Server Created & Operation
Apr26,2024 15 More v
g-ComputingSer CN Southwest-Guiyang-ComputingSet
Name v | Enterake ajc
Disaster Recovery Site Server Created & Operation

ecs-sars-agent-az2-3
0c3bfi4d-ar19-4406-h535-341229896f
CN Southwest-Guiyang-ComputingSer

Apr 26, 2024 15
CN Southwest-Guiyang-Computin

Execute Planned Failover More ~

Step 9 After the drill is created, view the drill information on the Disaster Recovery

Drills tab page. Alternatively, log in to
are running properly.

us Replication / Site-replication-002 / Di

r Recovery Drill

Overview Protection Group

Drill Name & status Protected Instance
Dril-4950
5 Avallable

ot 229
T61914e6-119-4930-0214-5796.

--—-End

2.3.9 Deleting a Protected Instance

Scenarios

Precautions

Prerequisites

the drill server and check whether services

specifications

s3lage 2| 2vCPUs | 4 GB ADr 26, 2024 16:33:53 GMT+0800 Delete

You can delete protected instances no longer needed to cancel the replication
relationship between production site servers and the disaster recovery site servers

on Huawei Cloud.

Deleting protected instances does not delete production site servers and has no

impact on production site services.

In the scenario that a reverse reprotection is performed for a protected

instance, you are advised to delete the instance after the initial data

synchronization is complete.

No operations are being performed on the protected instance.
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Procedure
Step 1
Step 2

Step 3

Step 4

Step 5

Step 6

Log in to the management console.
Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the protected instance you want to delete and click the number in the
Protected Instances column.

The Protection Groups tab page is displayed.

In the navigation pane, choose the protection group housing the target protected
instance.

The protection group details page is displayed.

In the Protected Instances area, locate the target protected instance, and choose
More > Delete in the Operation column.

Create Disaster

protected-group-crossaz-1 .8 Protected 3 Recovery Dl
€3e94b6b-5af4-4023-9130-3262b23882D.
In progress 0
CN Southwest-Guiyang-ComputingServicesOdin1
Azt Abnormal 0
68.0.01
Disable
Protection
Protected Instances: 3
Name v | Entera keywt £
Name & Status Production Site Server Disaster Recovery Site Server Created & Operation
protected-instance 2ea9 ecs-sars-agent-az2-3 ~
Synchronization fini 0c3biidd-af19-440! ADI 26, 2024 15 Execute Planned Failover More ~

- 719493062145 5
76/914e6-19-4930-b214 CN Southiest Gulyang . oN

t-Guiyang-

To delete protected instances in a batch, select the target protected instances and
click Delete above the protected instance list.

Protected Instances: 3

Delete Enable Protection Disable Protection Name ~ | Enterake ajlc

B Namel s Status Production Site Server Disaster Recovery Site Server Created & Operation

w Poleded-insiance-2eas
=2 T6fof46-719-4930-b214-5

Synchronization fini 535-341229896T

st-Guiyang-ComputingSet

Apr 26, 2024 15
CN Southwest-Guiyang-ComputingSet

Execute Planned Failover More v

In the displayed dialog box, select the following option as required:
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Are you sure you want to delete this protected
instance?

Replication pairs on protected instances are deleted along with the instances and cannot
be recovered. Exercise caution when performing this operation.

If you select Delete disaster recovery site servers, any disks attached to these servers will
also be deleted. If there are no disaster recovery site servers, only disaster recovery site
disks are deleted.

Name Status Disaster Recov... Remarks

protected-instan.... Synchronization  — -

() Delete disaster recovery site servers

Note: If services are running at the disaster recovery site, selecting this option will not

delete the disaster recovery site servers and disks.

Delete disaster recovery site servers

e If you do not select this option, the replication relationship between the
production site server and disaster recovery site server is canceled, but the
disaster recovery site server and disks are retained.

e If you select this option, the replication relationship between the production
site server and disaster recovery site server is canceled, and the disaster
recovery site server and disks are deleted. If there are no disaster recovery site
servers, EVS disks will be deleted.

(11 NOTE

If the protected instance is in the Failover completed or Reverse reprotecting state,
meaning that services are running at the disaster recovery site, resources at the
disaster recovery site will not be deleted regardless of whether you select this option
or not.

Step 7 Click Yes. The protected instance status changes to Deleting.

Protected Instances: 3
Name ~ | Enterakeyword allc
Name & Status Production Site Server Disaster Recovery Site Server Created & Operation
ecs-sdrs-agent-az2-3

Deleting 0c3bffdd-ar5-4406-b535-341229696% - Apr 26, 2024 15 More ~
CN Southwest-Guiyang-ComputingSel CN Southwest-Guiyang-ComputingSel

protected-instance-2ead
76197486-119-493d-0214-5

Step 8 After the deletion is complete, the production site server is moved in the list of
Unprotected servers.

Deleting a protected instance does not delete its disaster recovery drills. To delete
its drills, go to the Diaster Recovery Drills tab page, as shown in Deleting a
Disaster Recovery Drill.
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Storage Disaster Asynchronous Replication ® ® Senice Ovenve @ Process Fiow Create Repica Pair
Recovery Service

Dashboard Service Overview
Cloud DR

synchronous Replication
! Storage Disaster Recovery Service (SDRS) provides disaster recovery services for servers at the Disaster Recovery Site
production data cener

sly replicates the
cal IDC to the cl
PO), and

Elasti

Process Flow

—® @ @
Create Replica Pair Deploy Disaster Recovery Gateway Install Proxy Client

Select a region and AZ for the disaster recovery Dovnlo:
site

gatevay
o be protected

the proxy client and install it on the
want o protect

Create Now

Replica Pair List
Name v | E ajc

Protection... Protected... DRDIllS.. Unprotected Ser.. & Created

1 1 Apr25,202419:4224G...  Create Profected Instance
vonous Replication / Sie-eplicalion-002 / Unprotected servers Create Protection Group || Create Protected Instance. || C
Overview Protection Group Disaster Recovery Drills
Production Site Server: 1 Discover more production site servers
O Al Name v c
Unprotected servers Name status 1P Address Operation
protected-group-crossaz-1
ecs-sdrs-agentaz2
- 192.166.0.167 Create Protected Instance
0c3bffad-af19-4406-b535-341229896fe7 Unprotected

--—-End

2.4 Managing DR Drills

2.4.1 Deleting a Disaster Recovery Drill

Scenarios
Delete disaster recovery drills no longer needed to release the virtual resources.
Drill servers are deleted along with drills.

Prerequisites

No operations are being performed on the disaster recovery drill.

Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Choose Asynchronous Replication. In the right pane, locate the replica pair
housing the disaster recovery drill you want to delete and click the replica pair
name.

The Overview tab page is displayed.
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Step 4 Click the Disaster Recovery Drill tab. In the drill list, locate the drill you want to
delete and click Delete in the Operation column.

Disaster Recovery Drill

Overview Protection Group Disaster Recovery Drills

protectect-instance-2eag-dril
I 3574070 356 54 Avalable  — s3large2 | 2VCPUS | 4GB pe-2962 Apr 26,2024 16:33:53 GMT+0800 Delete

To delete drills in a batch, select the target drills and click Delete above the drill
server list.

Avallable  — s3large2 | 2VCPUS | 4 GB vpe-2902 ADr 26, 2024 16:33:53 GMT+08:00 Delete

Step 5 In the displayed dialog box, confirm drill information and click Yes.

Are you sure you want to delete this disaster recovery drill?

After this DR drill is deleted, any ongoing servers will also be permanently deleted. Exercise caution when performing
this operation.

Name Status Server Remarks
Drill-4950 Available protected-instance-2ead-drill
TOcaTeTc-db5c-4705-972b-88. .. 44221hd5-d387-4c79-a388-d..

K -

Step 6 The drill status changes to Deleting. After the drill is deleted, it disappears from
the drill list.

The drill server is deleted along with the drill.

--—-End

2.5 Managing Clients

2.5.1 Installing a Disaster Recovery Gateway

Scenarios

To use SDRS, you need to separately deploy the disaster recovery gateway at the
production site. Do not deploy the gateway and proxy client on the same server.

The gateway aggregates and compresses 1/Os received from production site
servers and then transmits them to the disaster recovery site.
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Prerequisites

e The recommended ECS specifications to deploy the gateway are 8 vCPUs and
16 GB memory. Only Linux is supported. Huawei Cloud EulerOS 2.0 and
EulerOS 2.9\2.10 are recommended, or see Supported OSs.

e The region, AZ, and VPC of the gateway ECS must be the same as those of
the production site servers.

e It is recommended that you deploy the disaster recovery gateway and proxy
client in the same security group and only allow ECSs within the security
group to communication with each other. For details, see Security Group
Configuration Examples.

e Ensure that the ports listed in Port Description (Asynchronous Replication)
are not used.

Procedure

In the following example, sdrs_xxxx_24.9.0.xxxx.tar.gz is the package (24.9.0)
used to install the gateway.

Step 1 Obtain the disaster recovery gateway package and upload it to a directory on the
target ECS.

e IDC-to-cloud: Click the link on the console to download the package and
upload it to the ECS where you want to deploy the gateway.

2] 3 4
nstal

e Cross-region and Cross-AZ: Copy the command provided on the console, log
in to the ECS where you want to deploy the gateway, go to the desired
directory, and paste and run the command to obtain the package.

Step 2 In the directory containing the package, run the following command as user root
to decompress the package:

tar -zxvf sdrs_xxxx_24.9.0.xxxx.tar.gz
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Step 3 Go to the directory containing the installation script.
cd sdrs_xxxx_24.9.0.XxXxx
Step 4 Install the gateway.
sh install.sh --drm-ip=drm_ip --dra-ip=dra_ip --role=gateway
In the command, drm_ip and dra_ip are the IP address of the server where the
disaster recovery gateway is deployed. You can obtain the IP address from the ECS
console, as shown in the following figure.
Elastic Cloud Server O
My ECSs: (€
( More )( Export v )
Search or filter by name
Name/lD & Moni... S... Status & AZ & Specifications/image & 0s.. & IP Address &
ecs - fuming 621 4VCPUs |8 GIB | o7 xlarge 2 Lo 802047 - (FIF) 1 Moiis
cee @ Running Azt 4VvCPUs | 6 GIB | c7.xlarge.2 L EIP) 1 Mbits
bOT Lock CCE_images_HCE20-Node-24.7 192.16.._.... (Private IP
If the command output contains the following information, the gateway has been
installed:
i.ﬁstalled DRM successfully.
Installed SDRS successfully.
{0 NOTE
For security concerns, SDRS randomly generates a self-signed certificate for inter-
component authentication upon the first installation.
Step 5 Check whether the gateway is enabled.
ps -ef | grep java | grep drm
Information similar to the following is displayed:
service 2089 1 5 10:25 ? 00:01:12 /opt/cloud/sdrs/drm/tools/jre/bin/java -Djava.security.egd=file:/dev/
random -jar /opt/cloud/sdrs/drm/drm-24.9.0.jar --service.kernel.security.scc.config_path=file:/opt/cloud/
sdrs/drm/classes/scc --spring.config.location=/opt/cloud/sdrs/drm/classes/application.properties
If the command output contains the drm process, the gateway has been enabled.
Step 6 Check whether the gateway listening port is enabled.
netstat -ano | grep 7443
_-g;te\u;—regin dr;]:# netstat -ano | grep 7443
] 0 192.168.0.11:7443 Tk LISTEN off (B.80/0/0)
Step 7 After the installation is complete, check in the software package directory of the

same level that the sdrs_xxxx_24.9.0.xxxx_with_certs.tar.gz installation package
with a self-signed certificate and the
sdrs_xxxx_24.9.0.xxxx.tar.gz_with_certs_sha256 .sha256 file for integrity
verification are generated. Use this installation package to install and deploy the
proxy client.
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/A\ CAUTION

After the package is installed, configure the gateway by referring to Configuring a
Disaster Recovery Gateway.

--—-End

2.5.2 Configuring a Disaster Recovery Gateway

Scenarios

Before using a gateway and disaster recovery site servers for the first time, you
need to configure the gateway.

Prerequisites

e The recommended ECS specifications to deploy the gateway are 8 vCPUs and
16 GB memory. Only Linux is supported. Huawei Cloud EulerOS 2.0 and
EulerOS 2.9\2.10 are recommended, or see Supported OSs.

e The region, AZ, and VPC of the gateway ECS must be the same as those of
the production site servers.

e It is recommended that you deploy the disaster recovery gateway and proxy
client in the same security group and only allow ECSs within the security
group to communication with each other. For details, see Security Group
Configuration Examples.

e  For security purposes, ensure that the AK/SK pair used for configuring the
gateway belongs to the account that is using SDRS. Or, protected instances
cannot be created.

e In 24.6.0 or an earlier version, ensure that you have upgraded the SDRS
software on the gateway and production site servers to 24.9.0 or later and
reconfigured the gateway according to the "Procedure for 24.9.0 or Later"
part in this section.

Procedure for 24.6.0 or Earlier

In the following example, sdrs_linux_amd64_24.6.0.20240627203949.tar.gz is the
package (24.6.0) used to configure the gateway.

Step 1 Run the following command in the fopt/cloud/sdrs directory to configure the
gateway:

sh register_gateway.sh
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Figure 2-9 Executing the script

[root@sdrs-gateway-test sdrsT# pwdm
/opt/cloud/sdrs
[root@sdrs-gateway-test sdrs]# 11

root root 15887 :39 create_certs.sh
root servicegroup 4096 :39 dra

root servicegroup 4096 > drm

root root 1035 - log_utils.sh

1
7
7
1
-- 1 root root 6823 - register gateway.sh
- 1 root root 756 :39 restart.sh
6 root servicegroup 4096 :39 sidecar
1 root root 177 153 start.sh
1 root root 574 :39 stop.sh
2 root servicegroup 4096 = tools
1 root root 1048 = uninstall.sh

1. In cross-AZ scenarios, configure the following parameters:

Figure 2-10 Script execution example in the cross-AZ scenario

[root@sdrs-gateway-test sdrs]# sh register_gateway.sh
Please select DR Scene:

® -- IDC-Private cloud to public cloud (default)

1 -- Cross Availability Zone

2 -- Cross Region

3 -- IDC-VMware to public cloud

CA2CA
select source platform type:
Public Cloud (default)
1 -- private cloud
2 -- VMware
0

source platform type: hws

Please input source project id
f29081c22070400e9e8a6ddce@5fd59c¢
Please input source region code
cn-southwest-242

Please input source ecs endpoint:
ecs.cn-southwest-242.myhuaweicloud.com
Please input source evs endpoint:
evs.cn-southwest-242.myhuaweicloud.com
Please input source iam ak

Please input source iam sk

Please input target sdrs endpoint:
sdrs.cn-southwest-242 .myhuaweicloud.com

Gateway registration completed successfully
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Table 2-7 Parameters for configuring cross-AZ disaster recovery

Parameter Descrip | How to Obtain Example Value
tion
DR Scene Replicat | - 0: IDC-to-cloud 1
on - 1: Cross-AZ
- 2: Cross-region
- 3:1DC VMware-to-cloud
source Type of | - 0: Huawei public cloud 0
platform the - 1: Huawei private cloud
type product '
ion site | — 2: VMware platform
source Project | Log in to the console, select | 51af77737190489
project id ID of the production region, and 2a49a0c3e3e53de
the choose My Credentials > 44
product | API Credentials to view the
ion project ID.
region
source Product | Obtain the SDRS endpoint cn-east-2
region code | ion by referring to SDRS
region Endpoints.
ID
source ecs ECS Obtain the ECS endpoint by | -
endpoint endpoin | referring to ECS Endpoints.
tin the
product
ion
region
source evs EVS Obtain the EVS endpoint by | -
endpoint endpoin | referring to EVS Endpoints.
tin the
product
ion
region
source iam Access | Obtain AK/SK by referring to | RZSAMHULWKKE7
ak key ID How Do | Obtain an Access | TNOXHUT
in the Key (AK/SK)?
product
ion
region

Issue 05 (2024-12-19)

Copyright © Huawei Technologies Co., Ltd.

57


https://console-intl.huaweicloud.com/apiexplorer/#/endpoint/ECS
https://console-intl.huaweicloud.com/apiexplorer/#/endpoint/EVS
https://support.huaweicloud.com/intl/en-us/iam_faq/iam_01_0618.html
https://support.huaweicloud.com/intl/en-us/iam_faq/iam_01_0618.html

Storage Disaster Recovery Service

User Guide

2 Asynchronous Replication

Parameter Descrip
tion

How to Obtain

Example Value

source iam Secret
sk access
key in
the
product
ion
region

Obtain AK/SK by referring to
How Do | Obtain an Access
Key (AK/SK)?

K7bXplATOpEpy4S
AIN2fHUwEtxvgm
K3lgyhgnMTA

target sdrs SDRS

endpoint endpoin
tin the
disaster
recover
y region

Obtain the SDRS endpoint
by referring to SDRS
Endpoints.

sdrs.cn-
east-2.myhuaweicl
oud.com

In cross-region scenarios, configure the following parameters:

Figure 2-11 Script execution example in the cross-region scenario

[root@sdrs-gateway-test sdrs]# sh register_gateway.sh

Please select DR Scene:

@ -- IDC-Private cloud to public cloud (default)

1 -- Cross Availability Zone

2 -- Cross Region

3 -- IDC-VMware to public cloud
2

scene: CR2CR

Please select source platform type:
@ -- Public Cloud (default)
1 -- private cloud
2 -- VMware

[¢]

source platform type: hws

Please input source project id
£2908fc22070400e9e8abddced5fd59c
Please input source region code
cn-southwest-242

Please input source ecs endpoint:
ecs.cn-southwest-242.myhuaweicloud.com
Please input source evs endpoint:

evs.cn-southwest-242.myhuaweicloud.com
Please input source iam ak

Please input source iam sk

Please input target sdrs endpoint:
sdrs.cn-north-7.ulanqgab.huawei.com
Please select target platform type:
6 -- Public Cloud (default)
1 -- private cloud
2 -- VMware
0

target platform type: hws
Please input target project id
Same as source_project_id? [Y/N]
Y

Please input target iam ak

Same as source ak? [Y/N]

Y

Gateway registration completed successfully
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Table 2-8 Parameters for configuring cross-region disaster recovery

Parameter Descrip | How to Obtain Example Value
tion
DR Scene Replicat | - 0: IDC-to-cloud 2
on - 1: Cross-AZ
- 2: Cross-region
- 3:IDC VMware-to-cloud
source Type of | - 0: Huawei public cloud 0
platform the - 1: Huawei private cloud
type product '
ion site | — 2:VMware platform
source Project | Log in to the console and 51af77737190489
project id ID of choose My Credentials > 2a49a0c3e3e53de
the API Credentials to view the | 44
product | project ID.
ion
region
source ID of Obtain the SDRS endpoint cn-east-2
region code | the by referring to SDRS
current | Endpoints.
region
source ecs ECS Obtain the ECS endpoint by | -
endpoint endpoin | referring to ECS Endpoints.
tin the
product
ion
region
source evs EVS Obtain the EVS endpoint by | -
endpoint endpoin | referring to EVS Endpoints.
tin the
product
ion
region
source iam Access | Obtain AK/SK by referring to | -
ak key ID How Do | Obtain an Access
in the Key (AK/SK)?
product
ion
region

Issue 05 (2024-12-19)

Copyright © Huawei Technologies Co., Ltd.

59


https://console-intl.huaweicloud.com/apiexplorer/#/endpoint/ECS
https://console-intl.huaweicloud.com/apiexplorer/#/endpoint/EVS
https://support.huaweicloud.com/intl/en-us/iam_faq/iam_01_0618.html
https://support.huaweicloud.com/intl/en-us/iam_faq/iam_01_0618.html

Storage Disaster Recovery Service

User Guide

2 Asynchronous Replication

3.

Parameter Descrip | How to Obtain Example Value
tion
source iam Secret Obtain AK/SK by referring to | -
sk access How Do | Obtain an Access
key in Key (AK/SK)?
the
product
ion
region
target sdrs SDRS Obtain the SDRS endpoint sdrs.cn-
endpoint endpoin | by referring to SDRS east-2.myhuaweicl
tin the | Endpoints. oud.com
disaster
recover
y region
target Type of | - 0: Huawei public cloud 0
platform the - 1: Huawei private cloud
type disaster
recover
y site
target Project | Log in to the console and 51af77737190489
project id ID of choose My Credentials > 2a49a0c3e3e53de
the API Credentials to view the | 44
disaster | project ID.
recover
y region
target iam Access | Obtain AK/SK by referring to | -
ak key ID How Do | Obtain an Access
in the Key (AK/SK)?
disaster
recover
y region
target iam Secret Obtain AK/SK by referring to | -
sk access How Do | Obtain an Access
key in Key (AK/SK)?
the
disaster
recover
y region

In IDC-to-cloud scenarios, configure the following parameters:
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Figure 2-12 Script execution example in the IDC-to-cloud scenario

[root@ are70 cloudl# sh register_ga h
Please Scene:
IDC-Private cloud to pubulic cloud (default)
Cross Availability Zone
055 Region
IDC-VMware to public cloud

lect source platform type:
Public cloud (default)
1 -- private cloud
2 -- VMware

Public
1 -- private cloud
2 -- VMware
]

target platform type: hws
Please input target project id
Same as source project_id? [Y/N]

Please input target iam ak

Please input target iam sk

Gateway registration completed successfully

Table 2-9 Parameters for configuring IDC-to-cloud disaster recovery

Parameter Descrip | How to Obtain Example Value
tion
DR Scene Type - 0: IDC-to-cloud 3
- 1: Cross-AZ
- 2: Cross-region
- 3:1DC VMware-to-cloud
source Type of | - 0: Huawei public cloud 2
platform the - 1: Huawei private cloud
type product _
ion site | ~ 2: VMware platform
source Project | Log in to the console and 51af77737190489
project id ID of choose My Credentials > 2a49a0c3e3e53de
the API Credentials to view the | 44
product | project ID.
ion
region
source Product | Obtain the SDRS endpoint cn-east-2
region code | ion by referring to SDRS
region Endpoints.
ID
source ecs ECS Obtain the ECS endpoint by | -
endpoint endpoin | referring to ECS Endpoints.
tin the
product
ion
region

Issue 05 (2024-12-19) Copyright © Huawei Technologies Co., Ltd. 61


https://console-intl.huaweicloud.com/apiexplorer/#/endpoint/ECS

Storage Disaster Recovery Service
User Guide

2 Asynchronous Replication

Parameter

Descrip
tion

How to Obtain

Example Value

source evs
endpoint

EVS
endpoin
tin the
product
ion
region

Obtain the EVS endpoint by
referring to EVS Endpoints.

source iam
ak

Access
key ID
in the
product
ion
region

Obtain AK/SK by referring to
How Do | Obtain an Access
Key (AK/SK)?

source iam
sk

Secret
access
key in
the
product
ion
region

Obtain AK/SK by referring to
How Do | Obtain an Access
Key (AK/SK)?

target sdrs
endpoint

SDRS

endpoin
tin the
disaster
recover
y region

Obtain the SDRS endpoint
by referring to SDRS
Endpoints.

sdrs.cn-

east-2.myhuaweicl

oud.com

--—-End

Procedure for 24.9.0 or Later

In the following example, sdrs_xxxx_24.9.0.xxxx.tar.gz is the package (24.9.0)

used to configure the gateway.

Step 1 Run the following command in the fopt/cloud/sdrs directory to configure the

gateway:

sh register_gateway.sh

Figure 2-13 Executing the script

s-xlang-gateway sdrsl# LL

root reot
root servicegroup

root  servicegroup 4

root reot
root root
root root

6 root servicegroup 4

root root
root root
root root
root root
root root

r
t.sh

r
5:09 start_gateway.sh

9 start.sh
9 stop_gateway.sh
9 stop.sh

21:56 test.sh

root  servicegroup 4

root

icegroup 4096

17:40 tools

ninstall.sh
pgrade-backup
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In cross-AZ scenarios, configure the following parameters:

Figure 2-14 Script execution example in the cross-AZ scenario

[root@sdrs-xiang-gateway sdrsl# sh register_gateway.sh
---Config the source gateway mode---

Please select DR Scene:

8 -- IDC-Private cloud to public cloud (default)
1 -- Cross Availability Zone

2 -- Cross Region

3 -- IDC-VMware to public cloud

1

CAZCA

Please select source platform type:
@ -- public Cloud (default)

1 -- private cloud

0

rce platform type:

> input source iam ak

Please input source iam sk

Table 2-10 Parameters for configuring cross-AZ disaster recovery

Parameter | Descripti | How to Obtain Example Value
on
DR Scene Replicatio | - 0: IDC-to-cloud 1
n - 1: Cross-AZ
- 2: Cross-region
- 3:IDC VMware-to-cloud
source Type of - 0: Huawei public cloud 0
platform the ~ | - 1:Huawei private cloud
type productio
n site
source Project ID | Log in to the console and 51af77737190489
project id of the choose My Credentials > 2a49a0c3e3e53de
productio | API Credentials to view the | 44
n region project ID.
source ecs | ECS Obtain the ECS endpoint by | -
endpoint endpoint | referring to ECS Endpoints.
in the
productio
n region
source evs | EVS Obtain the EVS endpoint by | -
endpoint endpoint | referring to EVS Endpoints.
in the
productio
n region
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Parameter | Descripti | How to Obtain Example Value
on
source iam | Access Obtain AK/SK by referring RZSAMHULWKKE7
ak key ID in | to How Do | Obtain an TNOXHUT
the Access Key (AK/SK)?
productio
n region
source iam | Secret Obtain AK/SK by referring K7bXplATOpEpy4S
sk access to How Do | Obtain an AIN2fHUwEtxvgm
key in the | Access Key (AK/SK)? K3lgyhgnMTA
productio
n region
target sdrs | SDRS Obtain the SDRS endpoint sdrs.cn-
endpoint endpoint | by referring to SDRS east-2.myhuaweicl
in the Endpoints. oud.com
disaster
recovery
region

2. In cross-region scenarios, configure the following parameters:

Figure 2-15 Script execution example in the cross-region scenario

loud (default)

scene: CR2CR
Please select source platform type:
6 -- Public Cloud (default)
-- private cloud

Please input source iam sk

arget sdrs endpoint

-- Public Cloud (default)
-- private cloud

Please input target
Same as source ak? [V/
v

rget you input are the sa

registration completed successfully
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Table 2-11 Parameters for configuring cross-region disaster recovery

Parameter Descrip | How to Obtain Example Value

tion
DR Scene Replicat | - 0: IDC-to-cloud 2

on - 1: Cross-AZ

- 2: Cross-region
- 3:1DC VMware-to-cloud

source Type of | - 0: Huawei public cloud 0
platform the - 1: Huawei private cloud
type product

ion site
source Project | Log in to the console, select | 51af77737190489
project id ID of the production region, and 2a49a0c3e3e53de

the choose My Credentials > API | 44

product | Credentials to view the

ion project ID.

region
source ecs ECS Obtain the ECS endpoint by -
endpoint endpoin | referring to ECS Endpoints.

tin the

product

ion

region
source evs EVS Obtain the EVS endpoint by | -
endpoint endpoin | referring to EVS Endpoints.

tin the

product

ion

region
source iam Access | Obtain AK/SK by referring to | -
ak key ID | How Do | Obtain an Access

in the Key (AK/SK)?

product

ion

region
source iam Secret Obtain AK/SK by referring to | -
sk access How Do | Obtain an Access

key in Key (AK/SK)?

the

product

ion

region
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Parameter Descrip | How to Obtain Example Value
tion

target sdrs SDRS Obtain the SDRS endpoint by | sdrs.cn-

endpoint endpoin | referring to SDRS Endpoints. | east-2.myhuaweicl
tin the oud.com
disaster
recover
y region
target Type of | - 0: Huawei public cloud 0
platform the - 1: Huawei private cloud
type disaster
recover
y site
target Project | Log in to the console, select | 51af77737190489
project id ID of the disaster recovery region, | 2a49a0c3e3e53de
the and choose My Credentials | 44

disaster | > API Credentials to view
recover | the project ID.
y region

target ecs ECS Obtain the ECS endpoint by -
endpoint endpoin | referring to ECS Endpoints.
tin the
disaster
recover
y region

target evs EVS Obtain the EVS endpoint by | -
endpoint endpoin | referring to EVS Endpoints.
tin the
disaster
recover
y region

target iam Access | Obtain AK/SK by referring to | -
ak key ID How Do | Obtain an Access
in the Key (AK/SK)?

disaster
recover
y region

target iam Secret Obtain AK/SK by referring to | -
sk access How Do | Obtain an Access
key in Key (AK/SK)?

the
disaster
recover
y region

3. In IDC-to-cloud scenarios, configure the following parameters:
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- V2C scenario

Figure 2-16 Script execution example in the IDC-to-cloud scenario (V2C)

[root@sdrs-xiang-gateway sdrsl# sh register_gateway.sh
---Config the source gateway mode---
Please select DR Scene:

-- IDC-Private cloud to public cloud (default)
-- Cross Availability Zone

-- Cross Region

-- IDC-VMware to public cloud

scene: V2C

Please select source platform type:

8 -- VMware
]

source platform type: vmware

get p
-- public cloud (default)
-- private cloud

Please input target iam sk

Gateway registration completed successfully

Table 2-12 Parameters for configuring IDC-to-cloud disaster recovery

Parameter | Descriptio | How to Obtain Example Value
n
DR Scene | Type = 0: IDC-to-cloud 3
® 1: Cross-AZ
®  2: Cross-region
= 3:IDC VMware-to-
cloud
source Type of " 0: VMware platform 0
platform the
type production
site
target sdrs | SDRS Obtain the SDRS endpoint | sdrs.cn-
endpoint endpoint by referring to SDRS east-2.myhuaw
in the Endpoints. eicloud.com
disaster
recovery
region
target Type of ® 0: Huawei public cloud 0
platform the
type disaster = 1: Huawei private cloud
recovery
site
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Parameter | Descriptio | How to Obtain Example Value
n
target Project ID | Log in to the console, 51af777371904
project id of the select the disaster 892a49a0c3e3e
disaster recovery region, and 53ded4
recovery choose My Credentials >
region API Credentials to view
the project ID.
target ecs | ECS Obtain the ECS endpoint -
endpoint endpoint by referring to ECS
in the Endpoints.
disaster
recovery
region
target evs | EVS Obtain the EVS endpoint -
endpoint endpoint by referring to EVS
in the Endpoints.
disaster
recovery
region
target iam | Access key | Obtain AK/SK by referring | -
ak ID in the to How Do | Obtain an
disaster Access Key (AK/SK)?
recovery
region
target iam | Secret Obtain AK/SK by referring | -
sk access key | to How Do | Obtain an
in the Access Key (AK/SK)?
disaster
recovery
region
- H2C scenario
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Figure 2-17 Script execution example in the IDC-to-cloud scenario (H2C)

[root@sdrs-xiang-gateway sdrsl# sh register_gateway.sh

---Config the source ga
Please select DR Scene:

way mode---

-- IDC-Private cloud to public cloud (default)
-- Cross Availability Zone

-- Cross Region

-- IDC-VMware to public cloud

: Hz2C

elect source platferm type:
- public Cloud (default)

-- private cloud

platform type: |

input source iam al

input source iam sk

> select target platform
- public Cloud (default)
-- private cloud

target platform type: hus
Please input target project id
Same as source_project_id? [Y/N]

nput target iam ak
Same as source ak? [Y/N]

n

Please input target iam ak:

Please input target iam sk

Gateway registration completed succ

essfully

Table 2-13 Parameters for configuring IDC-to-cloud disaster recovery

(H2C)
Paramete | Descripti | How to Obtain Example Value
r on
DR Scene Eeplicatio » 0 IDC-to-cloud 0
® 1: Cross-AZ
®  2: Cross-region
® 3:IDC VMware-to-cloud
source Type of ® 0: Huawei public cloud 0
platform the
type productio | m 1: Huawei private cloud
n site
source Project ID | Log in to the console, 51af7773719048
project id | of the select the production 92a49a0c3e3e5
productio | region, and choose My 3ded4
n region Credentials > API
Credentials to view the
project ID.
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Paramete | Descripti | How to Obtain Example Value
r on
source ecs | ECS Obtain the ECS endpoint -
endpoint endpoint | by referring to ECS
in the Endpoints.
productio
n region
source evs | EVS Obtain the EVS endpoint -
endpoint endpoint | by referring to EVS
in the Endpoints.
productio
n region
source Access Obtain AK/SK by referring | -
iam ak key ID in | to How Do | Obtain an
the Access Key (AK/SK)?
productio
n region
source Secret -
iam sk access key
in the
productio
n region
target sdrs | SDRS Obtain the SDRS endpoint | sdrs.cn-
endpoint | endpoint | by referring to SDRS east-2.myhuawe
in the Endpoints. icloud.com
disaster
recovery
region
target Type of . . . 0
platform the 0: Huawei public cloud
type disaster | w 1. Huawei private cloud
recovery
site
target Project ID | Log in to the console, 51af7773719048
project id | of the select the disaster recovery | 92a49a0c3e3e5
disaster region, and choose My 3ded4
recovery Credentials > API
region Credentials to view the
project ID.
target ecs | ECS Obtain the ECS endpoint -
endpoint | endpoint | by referring to ECS
in the Endpoints.
disaster
recovery
region
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Paramete
r

Descripti
on

How to Obtain

Example Value

target evs
endpoint

EVS
endpoint
in the
disaster
recovery
region

Obtain the EVS endpoint
by referring to EVS
Endpoints.

target iam
ak

Access
key ID in
the
disaster
recovery
region

target iam
sk

Secret
access key
in the
disaster
recovery
region

Obtain AK/SK by referring
to How Do | Obtain an
Access Key (AK/SK)?

2.5.3 Upgrading a Disaster Recovery Gateway

Scenarios

Procedure

Step 1

Recovery Gateway

When a new version of the cloud disaster recovery gateway is released, you need
to upgrade the existing disaster recovery gateway deployed.

In the following example, sdrs_xxxx_24.9.0.xxxx.tar.gz is the package (24.9.0)
used to upgrade the gateway.

Obtain the disaster recovery gateway package and upload it to a directory on the
target ECS.

IDC-to-cloud: Click the link on the console to download the package and
upload it to the ECS where you deployed the gateway.
(2] 3 a
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e Cross-region and Cross-AZ: Copy the command provided on the console, log
in to the ECS where you deployed the gateway, go to the desired directory,
and paste and run the command to obtain the package.
2
Step 2 In the directory containing the package, run the following command as user root
to decompress the package:
tar -zxvf sdrs_xxxx_24.9.0.xxxx.tar.gz
Step 3 Go to the directory containing the upgrade script.
cd sdrs_xxxx_24.9.0.xxxx.tar.gz
Step 4 Upgrade the gateway.

sh upgrade.sh

If the command output contains the following information, the gateway has been
upgraded:

Upgrade SDRS successfully.

--—-End

2.5.4 Installing a Proxy Client

Scenarios

Prerequisites

To use SDRS, you need to install a proxy client on each production site server.

The proxy client replicates 1/Os of each production site server and sends them to
the disaster recovery gateway.

e The proxy client cannot be deployed on the disaster recovery gateway server.

e Ensure that the ports listed in Port Description (Asynchronous Replication)
are not used.

e If the firewall is enabled on the ECS where you want to deploy the proxy
client, enable port 59526 on the firewall.

e It is recommended that you deploy the disaster recovery gateway and proxy
client in the same security group and only allow ECSs within the security
group to communication with each other. For details, see Security Group
Configuration Examples.

Preparing the Installation Packages

For security concerns, SDRS randomly generates a self-signed certificate for inter-
component authentication upon the first installation. When you install the proxy
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client, the package with this certificate generated on the gateway server is
required to ensure normal communication.

(11 NOTE

You only need to prepare the installation packages for servers where the proxy client is
installed for the first time.

If a signed installation package of the desired version is available on the disaster recovery
gateway, you can directly install it. For details, see Installing the Proxy Client on a Linux
Server or Installing the Proxy Client on a Windows Server.

Step 1 Obtain the proxy client package and upload it to the /opt/cloud directory on the
gateway server. Ensure the package integrity by comparing the SHA256 values in
advance.

e IDC-to-cloud: Click the link on the console to download the package and
upload it to the /opt/cloud directory of the gateway server.

< procesa Flow

e Cross-region and Cross-AZ: Select the OS type and version of your production
site server on the console and copy the command provided. Then, log in to
the gateway server, go to the fopt/cloud directory, and paste and run the
command to obtain the package.

s Flow

[root@sdrs-630-gateway cloud]# 11 /opt/cloud/

4 root root
1 root root

Step 2 Generate a new Linux installation package and a .sha256 file using the certificates
on the gateway server.

sh /opt/cloud/sdrs/create_certs.sh -l
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Step 3

Generate a new Windows installation package and a .sha256 file using the
certificates on the gateway server.

sh /opt/cloud/sdrs/create_certs.sh -w

(10 NOTE

Use unzip and zip when packaging the Windows installation package. If any of the
following is return, install the command package and then try again:

unzip not installed.
Or

zip not installed.

--—-End

Installing the Proxy Client on a Linux Server

Step 1

Step 2

Step 3

Step 4

Step 5

In the following example, sdrs_xxxx 24.9.0.xxxx.tar.gz is the package (24.9.0) used
to install the proxy client on CentOS.

Obtain the sdrs_xxxx_24.9.0.xxxx_with_certs.tar.gz package from the /opt/cloud
directory of the gateway server and upload it to a directory on the target
production server. Ensure the package integrity by comparing the SHA256 values.

In the directory containing the package, run the following command as user root
to decompress the package:

tar -zxvf sdrs_xxxx_24.9.0.xxxx_with_certs.tar.gz

Go to the directory containing the installation script.

cd sdrs_xxxx_24.9.0.xxxx

Install the proxy client.

sh install.sh --hostagent-ip=fostagent_ip --drm-ip=drm _ip --role=all

In the preceding command, Aostagent ip indicates the IP address of the proxy
client. Set it to the IP address of the primary NIC of the server you want to install
the proxy client. drm_ip indicates the IP address of the cloud disaster recovery
gateway.

If the command output contains the following information, the proxy client has
been installed:

i-ﬁstalled SDRS successfully.

After the installation is complete, delete the installation package and
decompressed files.

--—-End
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Installing the Proxy Client on a Windows Server

In the following example, sdrs_xxxx 24.9.0.xxxx.zip is the package (24.9.0) used to
install the proxy client on Windows Server 2019.

Step 1 Obtain the sdrs_xxxx 24.9.0.xxxx_with_certs.zip package from the /opt/cloud
directory of the gateway server and upload it to a directory on the target
production server. Ensure the package integrity by comparing the SHA256 values.

Step 2 In the directory containing the package, right-click the package to decompress it.

Step 3 Double-click the decompressed directory to go to the directory containing the
installation script.

lis PC > New Volume (D:) > sdrs_win_24. > sdrs_win_24. 1
Name ” Date modified Type
dra
drm
hostagent
[Z] install
[%] register_gateway
[&] restart
(] start
[Z] stop

[%] uninstall 4/9/2

[ upgrade

Step 4 Right-click install.bat and choose Run as administrator.

sdrs_win_24.9.0.1.20241202220442

s > sdrs_win_24.9.0,1.2024120222042 V[ ©] | Search sdrs_wi
Type Size

M File folder

M Filefolder

File folder

File folder

File folde

14K8
TKE
3Kk8
3K8
2k8
3K8
2k
a8
3K

TitanAgent

= ThispC
B 30 Objects
B Desktop
2 Documents
& Downloads
D Music cut
= pictures
B Videos

i Local Disk (C)

¥ Network (o

Enter the parameters as prompted.

Select all for role.
2. Enter the gateway IP address for DRM IP Address.

3. If the production site server has multiple NICs, all the IP addresses bound by

Nginx will be displayed, enter the serial number of the IP address you
required.
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Figure 2-18 Proxy client installation example

NOTICE

SDRS requires that jdk.8u261 or later is installed on the production site server. If
the installed version is earlier than jdk.8u261, upgrade JDK first.

If JDK is not installed, it will be automatically installed during the SDRS
installation. If JDK has been installed, it will not be installed again.

Step 5 The proxy client is installed in the C:\cloud\sdrs directory. After the installation is
complete, manually delete the installation package and decompressed files.

» ThisPC > Local Disk (C:) » cloud > sdrs »

Name Type
dra

drm

File folder

File folder
File folder

hostagent
[%] register_gateway
[=] restart
[=] start
[ stop

--—-End

2.5.5 Upgrading a Proxy client

Scenarios

When a new version of the proxy client is released, you need to upgrade the
existing proxy client deployed.

Procedure

NOTICE

If the production services are running at the production site, upgrading the proxy
client will resynchronize data.

Linux

In the following example, sdrs_xxxx_24.9.0.xxxx.tar.gz is the package (24.9.0) used
to upgrade the proxy client.
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Step 1 Obtain the proxy client package and upload it to a directory on the target server.
Ensure the package integrity by comparing the SHA256 values in advance.

e IDC-to-cloud: Click the link on the console to download the package and
upload it to the target server.

°

e Cross-region and Cross-AZ: Select the OS type and version of your production
site server on the console and copy the command provided. Then, log in to
the production server, go to the desired directory, and paste and run the
command to obtain the package.

Step 2 In the directory containing the package, run the following command as user root
to decompress the package:

tar -zxvf sdrs_xxxx_24.9.0.xxxx.tar.gz

Step 3 Go to the directory containing the upgrade script.
cd sdrs_xxxx_24.9.0.xxxx

Step 4 Upgrade the proxy client.
sh upgrade.sh

If the command output contains the following information, the proxy client has
been upgraded:

Gpgrade SDRS successfully.
----End
Windows

In the following example, sdrs_xxxx 24.9.0.xxxx.zip is the package (24.9.0) used to
upgrade the proxy client on Windows Server 2019.

Step 1 Obtain the proxy client package and upload it to a directory on the target server.
Ensure the package integrity by comparing the SHA256 values in advance.

e IDC-to-cloud: Click the link on the console to download the package and
upload it to the target server.
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e Cross-region and Cross-AZ: Select the OS type and version of your production
site server on the console and copy the command provided. Then, log in to
the production server, go to the desired directory, and paste and run the
command to obtain the package.

Step 2 In the directory containing the package, right-click the package to decompress it.

Step 3 Double-click the decompressed directory to go to the directory containing the
upgrade script.

usPC » New Volume (D:) » sdrs_win_24. sdrs_win_24.]

Name

dra

drm

hostagent
[=] install
[Z] register_gateway
[E] restart

start

stop
[] uninstall

[] upgrade

Date modified Type Size

5:12AM  File folde

Step 4 Double-click upgrade.bat to run the script.

Step 5 Enter y to continue the upgrade if the confirmation information is displayed.

Step 6 If the command output contains the following information, the proxy client has
been upgraded: (The cnd window automatically exits after the upgrade is

complete.)
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Upgrade SDRS successfully.

--—-End

2.5.6 Uninstalling a Disaster Recovery Gateway or Proxy Client

Scenarios

Prerequisites

Procedure

Step 1

Step 2

Step 3

Step 4

You can uninstall the proxy client from servers if you no longer require the SDRS
service.

You have deleted protected instances on the SDRS console.

Linux

Log in to the target server and run the following command to uninstall the
gateway or client:

sh /opt/cloud/sdrs/uninstall.sh

If the command output contains the following information, the proxy client has
been uninstalled:

Uninstall SDRS successfully.
Windows
Run ecmd as the administrator and run the following command:

C:\cloud\sdrs\uninstall.bat

Enter y to continue the uninstallation if the confirmation information is displayed.

If the command output contains the following information, the proxy client has
been uninstalled:

Uninstall SDRS successfully.
Delete the C:\cloud\sdrs directory.

--—-End
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2.5.7 Batch Managing Proxy Clients

2.5.7.1 Batch Installing Linux Proxy Clients

Prerequisites

Procedure

Step 1

Step 2

Step 3

e It is recommended that you deploy the disaster recovery gateway and proxy
client in the same security group and only allow ECSs within the security
group to communication with each other. For details, see Security Group
Configuration Examples.

e Ensure that the ports listed in Port Description (Asynchronous Replication)
are not used.

e If the firewall is enabled on the ECS where you want to deploy the proxy
client, enable port 59526 on the firewall.

e The disaster recovery gateway of 24.6.0 or later has been installed.

e The usernames, passwords, and port numbers used for logging in to the
production site servers have been obtained. Ensure that all of the production
site servers run Linux.

e The network between the gateway server and production site servers is
connected. Remote login using SSH is available.

e The expect command is installed and supported on the gateway server.

In the following example, sdrs_xxxx 24.9.0.xxxx.tar.gz is the proxy client package
(24.9.0) used for illustration.

Remotely log in to the gateway server and run the following command to check
whether the expect command is available. If not, configure the yum source and
obtain and install the command first.

/bin/expect -v

Generate the Linux installation package
sdrs_xxxx_24.9.0.xxxx.tar.gz_with_certs.tar.gz including the certificate file on the
gateway server. For details, see section "Installing a Proxy Client."

Use the following command to create the linux-host-list.txt file and add the
private IP addresses, login ports, usernames, and passwords of the production site
servers to the file.

Command format:

echo "/P address Port user userPassword rootPassword drmlip hostagent/p" >> linux-host-list.txt
Parameter description:

/P address. The IP address of the production site server used for remote login.
Port. The port for remote login.

user. The username for remote login.

userPassword. The password for remote login. If root is used for login, use the
rootPassword value for userPassword.
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rootPassword: The password of the root user.
drmip: The IP address of the gateway server.
hostagent/p. The IP address of the primary NIC on the production site server.
A complete example command is as follows:
echo "192.168.0.1 22 user userPassword rootPassword 192.168.0.10 192.168.0.1" >> linux-host-list.txt
To add information of multiple production site servers, separate the information of
each server with a line separator.
Example:
echo "192.168.0.6 22 user userPassword rootPassword 192.168.0.202 192.168.0.6" >> linux-host-list.txt
echo "192.168.0.188 22 user userPassword rootPassword 192.168.0.202 192.168.0.188" >> linux-host-list.txt
echo "192.168.0.204 22 user userPassword rootPassword 192.168.0.202 192.168.0.204" >> linux-host-list.txt
Step 4 Check whether all of the information is added.
cat linux-host-list.txt
[root@sdrs-sidecar-gateway ~]# cat linux-host-list.txt
.168.6.6 22 root 5 192.168.9.2082 192.168.0.6
.168.0.188 22 root A 168.0.262 192.168.0.188
.168.68.2684 22 root 4 192.168.0.202 192.168.0.264
Step 5 Run the following command as user root to install proxy clients in a batch:
/opt/cloud/sdrs/sidecar/script/cmd_tools.sh install --host-list=fost list_file_path --
package=package_path --timeout=cmd_timeout_in_s
Parameter description:
--host-list: The path of the linux-host-list.txt file.
--package: The path of the Linux installation package
sdrs_xxxx_24.9.0.xxxx.tar.gz_with_certs.tar.gz.
--timeout: The command timeout interval, in seconds. The default value is 300.
You are advised to set the timeout interval based on the number of production
site servers. The formula is as follows: Number of production site servers x 200
(time required for installing a proxy client)
A complete example command is as follows:
/opt/cloud/sdrs/sidecar/script/cmd_tools.sh install --host-list=linux-host-list.txt --
package=sdrs_xxxx_24.9.0.xxxx.tar.gz_with_certs.tar.gz --timeout=600
Step 6 Check the command output. If "install SDRS successfully” is returned, the proxy

client is successfully installed on all production site servers.

[root@sdrs-sidecar-gateway ~]# /opt/cloud/sdrs/sidecar/script/cmd_tools.sh install --host-list=1i
ux-host-list.txt --package=sdrs_linux_amdé6u_24. I_with_certs.tar.gz --timeout=680
regenerate package...

package path: /opt/cloud/sdrs/sidecar/regenerate_package/sdrs_linux_regenerate.tar.gz

begin to install...

please wait...

.168.0.6 install successfully

192.168.0.188 install successfully

192.168.08.204 install successfully
install SDRS_ successfully
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Step 7

Delete the linux-host-list.txt file to prevent password leakage.
rm -rf linux-host-list.txt

----End

Troubleshooting

Step 1

Step 2

2.5.7.2 Batch

Prerequisites

Procedure

Step 1

If "error: install SDRS timeout" is returned, the script execution timed out. Perform
the following steps on the gateway server to troubleshoot the fault:

Check whether the expect command is supported.
/bin/expect -v

Check the "/P address install successfully" information in the command output for
production site servers with proxy client successfully installed. For those whose
client installation failed, check whether the usernames and passwords in linux-
host-list.txt are correct. Use the following command to check whether a server
can be logged in to:

/bin/ssh -t -p Port Username @ /P address
----End

Installing Windows Proxy Clients

e It is recommended that you deploy the disaster recovery gateway and proxy
client in the same security group and only allow ECSs within the security
group to communication with each other. For details, see Security Group
Configuration Examples.

e Ensure that the ports listed in Port Description (Asynchronous Replication)
are not used.

e If the firewall is enabled on the ECS where you want to deploy the proxy
client, enable port 59526 on the firewall.

e The disaster recovery gateway of 24.9.0 or later has been installed.

e The passwords of administrators used for logging in to the production site
servers have been obtained. Ensure that all of the production site servers run
Windows.

e A Windows proxy client has been manually installed. For details, see
Installing a Proxy Client.

e The network between the cloud disaster recovery gateway server and
production site servers (regardless of whether the proxy client is installed or
not) is connected, and all the servers on the network can be pinged.

In the following example, sdrs_win_24.9.0.xxxx_with_certs.zip is the proxy client
package (24.9.0) used for illustration.

Repackage the Windows installation package sdrs_win_24.9.0.xxxx with_certs.zip
by referring to Installing a Proxy Client, and manually install the client. After the
installation is successful, log in to the cloud disaster recovery gateway and run the
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following command to check whether the connection between the client and the
gateway has been established:

/opt/cloud/sdrs/sidecar/script/cmd_tools.sh list

In the following figure, 10.1.0.131 is the IP address of the gateway server, and
10.1.0.39 is the IP address of server where you have manually installed the proxy
client.

Step 2 Generate the Windows installation package sdrs_win_24.9.0.xxx_with_certs.zip,
including the certificate file, on the gateway server. For details, see section
"Installing a Proxy Client."

Step 3 Use the following command to create the windows-host-list.txt file and add the
private IP addresses and administrator passwords of the production site servers to
the file.

Command format:

echo "/P address Administrator AdminPassword drmiP hostagent/P' >> windows-host-list.txt
Parameter description:

/P address. The IP address of the production site server used for remote login.
Administrator. The administrator username.

AdminPassword: The password of the administrator account.

drmlp. The IP address of the gateway server.

hostagent/p. The IP address of the primary NIC on the production site server.
A complete example command is as follows:

echo "10.1.0.76 Administrator AdminPassword 10.1.0.131 10.1.0.76">> windows-host-list.txt

To add information of multiple production site servers, separate the information of
each server with a line separator.

Example:

echo "10.1.0.76 Administrator AdminPassword 10.1.0.131 10.1.0.76">> windows-host-list.txt

echo "10.1.0.148 Administrator AdminPassword 10.1.0.131 10.1.0.148">> windows-host-list.txt

Step 4 Check whether all of the information is added to windows-host-list.txt.
cat windows-host-list.txt
[root@x86-test-gw ~]# -host-list.txt
10 Administrator = 210.1 131 16.1.6.76

48 Administrator 0.1.0.131 10.1.6.148
Step 5 Run the following command as user root to install proxy clients in a batch:

/opt/cloud/sdrs/sidecar/script/cmd_tools.sh install --host-list=fost list file_path --
package=package_path --timeout=cmd_timeout_in_s

Parameter description:
--host-list: The path of the windows-host-list.txt file.

--package: The path of the Windows installation package
sdrs_win_24.9.0.xxx with_certs.zip.
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Step 6

Step 7

--timeout: The command timeout interval, in seconds. The default value is 300.
You are advised to set the timeout interval based on the number of production
site servers. The formula is as follows: Number of production site servers x 300
(time required for installing a proxy client)

A complete example command is as follows:

/opt/cloud/sdrs/sidecar/script/cmd_tools.sh install --host-list=/root/windows-host-list.txt --package=/root/
sdrs_win_24.9.0.20240927004242_with_certs.zip --timeout=600

Check the command output. If "install SDRS successfully" is returned, the proxy
client is successfully installed on all production site servers.

Delete the windows-host-list.txt file to prevent password leakage.
rm -rf windows-host-list.txt

--—-End

Troubleshooting

Step 1

Step 2

If "error: install SDRS timeout" is returned, the script execution timed out. Perform
the following steps on the gateway server to troubleshoot the fault:

Check the "/P address install successfully" information in the command output for
production site servers with proxy client successfully installed.

Wait for several minutes and run this command again to check whether there are
new servers displayed. If yes, the configured timeout interval is too short, but the
background installation is successful. Wait for several more minutes and check

whether the remaining servers are successfully installed.
/opt/cloud/sdrs/sidecar/script/cmd_tools.sh list

If the client still cannot be found in the command output, check whether the
client password specified in the windows-host-list.txt file is correct.

--—-End

2.5.7.3 Batch Upgrading Proxy Clients

Prerequisites

e The disaster recovery gateway has been installed. For Linux clients, the
gateway version must be 24.6.0 or later. For Windows clients, the gateway
version must be 24.9.0 or later.

e  Proxy clients have been installed on target production site servers. For Linux
clients, the client version must be 24.6.0 or later. For Windows clients, the
client version must be 24.9.0 or later.

e Before upgrading the proxy client on a Linux server, run getenforce to check
the SELinux mode. If the mode is Enforcing, change it to Disabled or
Permissive. After the upgrade is complete, restore the SELinux setting.
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Notes and constraints

Batch upgrading proxy clients on both Windows and Linux servers using one
command is currently not supported.

Procedure

In the following example, sdrs_xxxx_24.9.0.xxxx.tar.gz is the proxy client package
(24.9.0) used for illustration.

Step 1 Obtain the proxy client package sdrs_xxxx 24.9.0.xxxx.tar.gz from the gateway
server.

Step 2 Run the following command as user root to upgrade proxy clients in batches:
/opt/cloud/sdrs/sidecar/script/cmd_tools.sh upgrade --ip=/p_list --package=package_path --
timeout=cmd timeout in_s

Parameter description:

--ip: The private IP addresses of the production site servers you want to upgrade
proxy clients. Separate multiple IP addresses with commas (,).

--package: The path of the Linux installation package
sdrs_xxxx_24.9.0.xxxx.tar.gz.

--timeout: The command timeout interval, in seconds. The default value is 300.
You are advised to set the timeout interval based on the number of production
site servers. The formula is as follows: Number of production site servers x 200
(The time required for upgrading a proxy client. Use 300 for the client on a
Windows server.)

A complete example command is as follows:

/opt/cloud/sdrs/sidecar/script/cmd_tools.sh upgrade --ip=192.168.0.6,192.168.0.188,192.168.0.204 --
package=sdrs_xxxx_24.9.0.xxxx.tar.gz --timeout=600

Step 3 Enter y to continue the upgrade if the confirmation information is displayed.

Step 4 Check the command output. If "upgrade SDRS successfully" is returned, the proxy
client is successfully upgraded on all production site servers.
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[root@sdrs-sidecar-gateway ~]# /opt/cloud/sdrs/sidecar/script/cmd_tools.sh upgrade ——ip=192.168.0.6
,192,.168.0.188,192.168.0.204 --package=sdrs_linux_amdeéu_32u. .tar.gz --timeout=600
You are about to upgrade the SDRS. This operation suspends the SDRS, causing the applications on th
e host to be out of protection during the upgrade.

Suggestion: Upgrade the SDRS after confirming that no application is during the implementation of a
protection task.

Host list: 192.168.8.6 192.168.0.188 192.168.0.204

Please make sure no application is during the implementation of a protection task for all hosts. (y
/n):

s>y

package path: /ept/cloud/sdrs/sidecar/regenerate_package/sdrs_linux_amdéu_24 .7 7 2028000 mansaa, tar
.gz

begin to upgrade...

please wait...

.08.6 upgrade successfully
.08.284 upgrade successfully

8.0.188 unarade successfully
SDRS successfully

2.5.7.4 Batch Uninstalling Proxy Clients

Prerequisites

e The disaster recovery gateway has been installed. For Linux clients, the
gateway version must be 24.6.0 or later. For Windows clients, the gateway
version must be 24.9.0 or later.

e  Proxy clients have been installed on target production site servers. For Linux
clients, the client version must be 24.6.0 or later. For Windows clients, the
client version must be 24.9.0 or later.

Procedure

In the following example, sdrs_xxxx 24.9.0.xxxx.tar.gz is the proxy client package
(24.9.0) used for illustration.

Step 1 Log in to the gateway server and run the following command as user root to
uninstall proxy clients in batches:
/opt/cloud/sdrs/sidecar/script/cmd_tools.sh uninstall --ip=ip_list --timeout=cmd_timeout_in_s

Parameter description:

--ip: The private IP addresses of the production site servers you want to uninstall
proxy clients. Separate multiple IP addresses with commas (,).

--timeout: The command timeout interval, in seconds. The default value is 300.
You are advised to set the timeout interval based on the number of production
site servers. The formula is as follows: Number of production site servers x 200
(The time required for uninstalling a proxy client. Use 300 for the client on a
Windows server.)

A complete example command is as follows:

/opt/cloud/sdrs/sidecar/script/cmd_tools.sh uninstall --ip=192.168.0.6,192.168.0.188,192.168.0.204 --
timeout=600
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Step 2 Enter y to continue the uninstallation if the confirmation information is displayed.

Step 3 Check the command output. If "uninstall SDRS successfully" is returned, the proxy
client is successfully uninstalled from all production site servers.

[root@sdrs-sidecar-gateway ~]# /opt/cloud/sdrs/sidecar/script/cmd_tools.sh uninstall --ip=192.168.0
.6,192.168.0.188,192.168.08.20U —-timeout=6080

You are about to uninstall the SDRS. This operation stops the SDRS service and deletes the SDRS an
d customized configuration data which cannot be recovered. Therefore, applications on the host are
no longer protected.

Suggestion: Confirm whether the customized configuration data, such as customized script, has been
backed up.

Host list: 192.168.0.6 192.168.6.188 192.168.08.2064

Are you sure you want to uninstall SDRS? (y/n):
>> y

begin teo uninstall...

please wait...

2.168.0.6 uninstall successfully
.204 uninstall successfully

.188 uninstall successfully
uninstall SDRS successfully

---—-End
2.5.7.5 Collecting Logs

Prerequisites

e The disaster recovery gateway has been installed. For Linux clients, the
gateway version must be 24.6.0 or later. For Windows clients, the gateway
version must be 24.9.0 or later.

e  Proxy clients have been installed on target production site servers. For Linux
clients, the client version must be 24.6.0 or later. For Windows clients, the
client version must be 24.9.0 or later.

e The total size of collected log files on a single client cannot exceed 400 MB.

Procedure

In the following example, sdrs_xxxx 24.9.0.xxxx.tar.gz is the proxy client package
(24.9.0) used for illustration.

Step 1 Log in to the gateway server and run the following command as user root to
collect logs in a batch:
/opt/cloud/sdrs/sidecar/script/cmd_tools.sh log --ip=/p_list --role=role

Parameter description:

--ip: The private IP addresses of the production site servers you want to collect
logs. Separate multiple IP addresses with commas (,).

--role: The role of the process whose logs need to be collected. The value can be
hostagent, drm, dra, sidecar, or all.

A complete example command is as follows:

/opt/cloud/sdrs/sidecar/script/cmd_tools.sh log --ip=192.168.0.6,192.168.0.188,192.168.0.204 --
role=hostagent
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Step 2

If "send cmd successfully" is returned, the command is successfully sent. View the
collected log files in the /opt/cloud/sdrs/sidecar/tmp directory. Because the

command is executed asynchronously, so wait for 2 minutes and then check the
files.

[root@sdrs-sidecar-gateway ~]# fopt/cloud/sdrs/sidecar/script/cmd_tools.sh log --ip=192.168.8.6,192.1
68.0.188,192.168.08.2084 --role=hostagent

send cmd successfully, please check log in /opt/cloud/sdrs/sidecar/tmp
[root@sdrs-sidecar-gateway ~J]# 11 /opt/cloud/sdrs/sidecar/tmp
total 12
---- 1 service servicegroup 2989 Jun 28 17:0
-- 1 service servicegroup 2571 Jun 28 17:02
1 service servicegroup 3uU76 Jun 28 17:82
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Synchronous Replication Management

(for Installed Base Operations)

3.1 Managing Protection Groups

3.1.1 Disabling Protection

Scenarios

Prerequisites

Procedure
Step 1
Step 2

Step 3

Step 4
Step 5

Disable protection for all resources in a protection group.

After protection is disabled, data synchronization stops for all protected instances
in this group.

e The protection group contains replication pairs.
e The protection group status is Protecting or Disabling protection failed.

Log in to the management console.

Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

In the pane of the desired protection group, click Protected Instances.

The protection group details page is displayed.

In the upper right corner of the page, click Disable Protection.

In the displayed dialog box, click Yes.

After protection is disabled, data synchronization between the production site and
disaster recovery site for all protected instances in the protection group will stop.

--—-End
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3.1.2 Performing a Switchover

Scenarios

After you perform a switchover, services at the production site are switched to the
DR site, and services at the DR site are switched over to the production site. Table
3-1 shows the direction change.

Table 3-1 DR direction change after a switchover

- Production Site DR Site
Before AZ1 AZ2
After AZ2 AZ1

After the switchover, data synchronization continues, but the DR direction is
changed from the DR site to the production site. You can perform a switchover
when you are certain that the production site will encounter an interruption. For
example, if the production site (AZ1) is going to encounter a power failure, you
can perform a switchover to switch services in AZ1 to the DR site (AZ2). The
switchover does not affect data synchronization of the protection group.

SDRS will migrate NICs on the server during the switchover. Once completed, the
IP, EIP, and MAC addresses of the production site server will be migrated to the DR
site server, so that the IP, EIP, and MAC addresses remain the same.

(11 NOTE

e Check the status to ensure that all the servers in the protection group are stopped
before a switchover.

e During a switchover, do not start the servers in the protection group. Otherwise, the
switchover may fail.

e Once a switchover is complete, data synchronization will not stop, only the
synchronization direction will reverse.
e Once a switchover is complete, the status of the protection group changes to

Protecting. Then, you need to go to the protected instance details page and start the
production site server.

Figure 3-1 Performing a switchover
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Notes

Prerequisites

Procedure
Step 1
Step 2

Step 3

Step 4
Step 5

Step 6

For Linux servers with Cloud-Init installed, if you have changed hostname of the
production site server before you perform a switchover for the first time, this
modification will not synchronize to the DR site server.

To resolve this problem, see What Can | Do If hostname of the Production Site
Server and DR Site Server Are Different After a Switchover or Failover?

e All the servers in the protection group are stopped.
e The protection group has replication pairs.

e  Protection is enabled for the protection group, and the protection group is in
the Protecting or Switchover failed state.

Log in to the management console.

Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

In the pane of the desired protection group, click Protected Instances.

In the upper right corner of the page, click Execute Switchover.

In the displayed dialog box, check whether all the servers in this protection group
are stopped.

e If yes, go to step Step 6.
e If no, select the servers to be stopped and click Stop.
In the displayed dialog box, click Execute Switchover.

(10 NOTE

During a switchover, do not start the servers in the protection group. Or, the switchover
may fail.

--—-End

3.1.3 Performing a Failover

Scenarios

When the servers and disks at the production site become faulty due to force
majeure, you can perform a failover for them and enable the servers and disks at
the DR site to ensure the service continuity.

Once you perform a failover, the DR site servers and disks become available
immediately. You can power on the servers, or use Cloud Server Backup Service
(CSBS) or Volume Backup Service (VBS) to restore the data to a specified data
recovery point.
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SDRS will migrate NICs on the server during the failover. After the failover, the IP,
EIP, and MAC addresses of the production site server will be migrated to the DR
site server, so that the IP, EIP, and MAC addresses remain the same.

(1 NOTE

e Once the failover is started, data synchronization stops.

e After the failover is complete, the status of the protection group changes to Failover
complete, and services are failed over to the DR site. You need to go to the protected
instance details page and start the DR site server.

e After the failover is complete, do not start the production site server (which fails
currently). Or, reprotection may fail.

Figure 3-2 Performing a failover
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Notes

For Linux servers with Cloud-Init installed, if you have changed hostname of the
production site server before you perform a failover for the first time, this
modification will not synchronize to the DR site server.

To resolve this problem, see What Can | Do If hostname of the Production Site
Server and DR Site Server Are Different After a Switchover or Failover?

Prerequisites

e  You have confirmed that servers and disks in the production AZ are faulty,
and the deployed services become unavailable. If you cannot confirm the
information, submit a service ticket for help.

e The protection group contains replication pairs.

e Protection is enabled for the protection group, and the protection group is in
the Protecting, Switchover failed, or Failover failed state.

Procedure

Step 1 Log in to the management console.

Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
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The Storage Disaster Recovery Service page is displayed.
Step 3 In the pane of the desired protection group, click Protected Instances.
The protection group details page is displayed.

Step 4 In the upper right corner of the page, click More and choose Fail Over from the
drop-down list.

The Fail Over dialog box is displayed.
Step 5 Click Fail Over.

During the failover, do not start or stop the servers in the protection group.
Otherwise, the failover may fail.

--—-End

Related Operations

e After the failover is complete, the status of the protection group changes to
Failover complete. Then, you need to switch to the protected instance details
page and manually start the DR site server.

e After the failover is complete, the protection group is in the Protection
disabled state. You need to enable protection again to start data
synchronization. For details, see Performing Reprotection.

3.1.4 Performing Reprotection

Scenarios
Once the failover is started, data synchronization stops. After the failover is
complete, the protection group is in the Protection disabled state. To restart data
synchronization, perform steps provided in this section.

Prerequisites
e The protection group has replication pairs.
e The protection group is in the Failover complete or Re-enabling protection

failed.

e The DR site server is stopped.

Procedure

Step 1 Log in to the management console.

Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 In the pane of the desired protection group, click Protected Instances.

Step 4 In the upper right corner of the page, click More and choose Reprotect from the
drop-down list.

The Reprotect dialog box is displayed.
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Step 5 Check whether all the DR site servers in this protection group are stopped.
e If yes, go to step Step 6.
e If no, select the servers to be stopped and click Stop.

Step 6 On the Reprotect dialog box, click Reprotect.

During the reprotection, do not start the DR site servers in the protection group.
Otherwise, the reprotection may fail.

--—-End

3.1.5 Deleting a Protection Group

Scenarios
Delete protection groups that are no longer needed to release resources.
Prerequisites
All the protected instances, DR drills, and replication pairs have been deleted from
the protection group.
Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 In the pane of the protection group to be deleted, click More and choose Delete
from the drop-down list.

Step 4 In the displayed dialog box, confirm information and click Yes.

--—-End

3.2 Managing Protected Instances

3.2.1 Modifying Specifications of a Protected Instance

Scenarios

If the specifications of an existing protected instance cannot meet the service
requirements, you can perform steps provided in this section to modify the server
specifications, including the vCPU and memory.

The following scenarios may involve:

e Modifying the specifications of both the production and DR site servers
e Modifying the specifications of the production site server only
e Modifying the specifications of the DR site server only
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Notes and constraints

Prerequisites

Procedure
Step 1
Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

e The specifications of the protected instance cannot be modified when Server
Type of the protection group is set to BMS.

e Certain types of ECSs and those migrated to Huawei Cloud using SMS cannot
have their specifications modified on the SDRS console after being used to
create protected instances. To change their specifications, delete the protected
instances, modify specifications on the ECS console, and then create
protected instances again.

e The protection group is in the Available or Protecting state.

e The protected instance is in the Available, Protecting, or Modifying
specifications failed.

e Servers of which the specifications to be modified are stopped.

Log in to the management console.
Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

In the pane of the protection group for which the protected instance specifications
are to be modified, click Protected Instances.

The operation page for the protection group is displayed.

On the Protected Instances tab, locate the row containing the target protected
instance, click More in the Operation column, and choose Modify Production
Site Server Specifications or Modify DR Site Server Specifications from the
drop-down list.

In the displayed dialog box, select new server type, vCPU, and memory
specifications.

(Optional) If you need to modify the specifications of both the production site
server and DR site server, select Modify the specifications of both the
production and DR site servers. After you select this item, the system will modify
the specifications of both the production site server and DR site server to the same
specifications.

(11 NOTE

This item is deselected by default, indicating that the system modifies the specifications of
only the production site server or DR site server.

Click OK.

To ensure proper server running, do not perform any operations to the servers
during specification modifications.

--—-End
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3.2.2 Deleting a Protected Instance

Scenarios

Prerequisites

Procedure
Step 1
Step 2

Step 3

Step 4

Step 5

If you do not need a protected instance, delete it to cancel the protection
relationship between the servers and the protection group.

When you delete a protected instance, the production site server in the protected
instance will not be deleted, and services at the production site will not be
affected.

The protected instance is in the Available, Protecting, Failover complete,
Creation failed, Enabling protection failed, Disabling protection failed,
Switchover failed, Failover failed, Deletion failed, Re-enabling protection
failed, Modifying specifications failed, Invalid, or Faulty state.

Log in to the management console.
Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

In the pane of the protection group for which the protected instance is to be
deleted, click Protected Instances.

The protection group details page is displayed.

On the Protected Instances tab, locate the row containing the protected instance
to be deleted, click More in the Operation column, and choose Delete from the
drop-down list.

To delete protected instances in batches, select the target protected instances and
click Delete above the protected instance list.

The Delete Protected Instance page is displayed.
On the Delete Protected Instance page, select the desired operation.

L] NOTE
e If you select Delete DR site server, do not perform any other operations on the DR site
server or its related resources when the system is deleting the DR site server.
e Delete DR site server

- If you do not select this option, the protection relationship between the
protected instance and protection group will be canceled, but the DR site
server and disks attached to the server will be retained.

- If you select this option, the protection relationship between the
protected instance and protection group will be canceled, and the DR site
server and disks attached to the server will be deleted.

e Release the EIP bound to the following DR site server
This parameter is displayed when you select Delete DR site server.
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- If you do not select this option, the DR site server will be deleted, but the
EIP bound to the server will be retained.

- If you select this option, the DR site server will be deleted, and the EIP
bound to the server will be released.

Step 6 Click Yes.

--—-End

3.2.3 Creating a Replication Pair

Scenarios

Prerequisites

Procedure
Step 1
Step 2

Step 3

Step 4

Create replication pairs for desired disks of a specified protection group. When you
create a replication pair:

If the protection group status is Available, protection is disabled. Creating the
replication pair only establishes the replication relationship between the
production site disk and DR site disk, but data between the disks is not
synchronized. To synchronize data, enable protection.

If the protection group status is Protecting, protection is enabled. After a
replication pair has been created, data synchronization automatically starts.

(11 NOTE

In a replication pair, the name of the DR site disk is the same as that of the production site
disk, but their IDs are different.

To change disk name, click the disk name on the replication pair details page to go to the
disk details page and change it.

The protection group is in the Available or Protecting state.

If the servers in the protection group are ECSs, ensure that the disks used to
create replication pairs are in the Available state.

Log in to the management console.

Click Service List and choose Storage > Storage Disaster Recovery Service.

The Storage Disaster Recovery Service page is displayed.

Locate the protection group where you want to add replication pairs and click
Replication Pairs.

The protection group details page is displayed.

On the Replication Pairs tab, click Create Replication Pair.

The Create Replication Pair page is displayed.

Step 5 Set the parameters by referring to Table 3-2.
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Table 3-2 Parameter description

Parameter

Description

Example Value

Protection Group Name

Name of the protection
group where you want to
create replication pairs.
You do not need to
configure it.

Protection-Group-test

Protection Group ID

ID of the protection
group

619c57e9-3927-48f8-
ad14-3e293260b8a0

DR Direction

Replication direction of
the protection group.
You do not need to
configure it.

Production Site

AZ where the production
site resides

Production Site Disk

This parameter is
mandatory.

The following two
options are available:

e EVS
e DSS

EVS

DR Site Disk

This parameter is
mandatory.

The following two
options are available:

e EVS

e DSS

NOTE
Disks are classified as EVS
and DSS disks based on
whether the storage
resources used by the disks
are exclusive. DSS disks are
provided for users
exclusively.

Determine whether to use
DSS disks for the DR site.
The disks at the production
and DR site do not need to
be of the same type.

EVS

Storage Pool

e If you select EVS for
DR Site Disk, Storage
Pool is not required.

e If you select DSS for
DR Site Disk, Storage
Pool is mandatory.

dss-01
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Parameter Description Example Value
Replication Pair Replication pair name. replication_001
This parameter is
mandatory.

A replication pair name
is defined for
classification and future
search.

L] NOTE
DR Site Disk and Storage Pool are available only when DSS is selected.
Step 6 Click Create Now.

Step 7 On the Confirm page, confirm the replication pair information.
e If you do not need to modify the information, click Submit.
e If you need to modify the information, click Previous.

Step 8 Click Back to Protection Group Details Page and view the replication pair list.

If the replication pair status changes to Available or Protecting, it has been
created successfully.

--—-End

3.2.4 Attaching a Replication Pair

Scenarios

You can attach a replication pair to a protected instance. Then, the production site

disk is attached to the production site server, and the DR site disk is attached to
the DR site server.

After protection is enabled for a protection group, when data is written into the

production site disk, the same data is written into the DR site disk synchronously.

Restrictions and Limitations

e If there are five replication pairs that are not attached to any protected
instance, you cannot create any new replication pair.

Prerequisites
e The protection group is in the Available or Protecting state.
e The protected instance is in the Available or Protecting state.
e The replication pair is in the Available or Protecting state.

e The non-shared replication pair has not been attached to any protected
instance.
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Procedure
Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.
Step 3 Locate the protection group where you want to attach replication pairs and click
Protected Instances.
The protection group details page is displayed.
Step 4 On the Protected Instances tab, locate the row containing the desired protected
instance and click Attach in the Operation column.
The Attach Replication Pair page is displayed.
Step 5 Select the replication pair, select a desired device name, and click OK.

The replication pair is attached to the specified protected instance.

--—-End

3.2.5 Detaching a Replication Pair

Scenarios

Prerequisites

Detach replication pairs from protected instances. After a replication pair is
detached from a protected instance, the replication relationship between the two
disks remains, but the server data can no longer be written to the disks.

e The protection group is in the Available, Protecting, Failover complete,
Enabling protection failed, Disabling protection failed, Switchover failed,
or Failover failed state.

e The protected instance is in the Available, Protecting, Failover complete,
Enabling protection failed, Disabling protection failed, Switchover failed,
Failover failed, Deletion failed, Re-enabling protection failed, Modifying
specifications failed, Invalid, or Faulty state.

e The replication pair is in the Available, Protecting, Failover complete,
Attaching failed, Detaching failed, Enabling protection failed, Disabling
protection failed, Switchover failed, Failover failed, Deletion failed, Re-
enabling protection failed, Expansion failed, Invalid, or Faulty state.

e The replication pair has been attached.

e Disks in the In-use state have been attached to the production and DR site
servers.

Issue 05 (2024-12-19) Copyright © Huawei Technologies Co., Ltd. 100



Storage Disaster Recovery Service 3 Synchronous Replication Management (for
User Guide Installed Base Operations)

L] NOTE
e A system disk (attached to /dev/sda or /dev/vda) can be detached only when the

server is in the Stopped state. Therefore, stop the server before detaching the system
disk.

e Data disks can be detached online or offline, which means that the server containing
the disks can either be in the Running or Stopped state.

For details about how to detach a disk online, see Disk > Detaching an EVS Disk from
a Running ECS in the Elastic Cloud Server User Guide.

Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Locate the protection group where you want to detach replication pairs and click
Protected Instances.

The protection group details page is displayed.

Step 4 On the Protected Instances tab, locate the row containing the desired protected
instance and click Detach in the Operation column.

The Detach Replication Pair page is displayed.
Step 5 Select the replication pair to be detached and click Yes.
After the operation succeeds, the server data can no longer be written to the disks.

--—-End

3.2.6 Adding a NIC

Scenarios
If more NICs are required for your protected instance, you can perform steps
provided in this section to add a NIC to the protected instance.
Prerequisites
e The protection group is in the Available or Protecting state.
e The protected instance is in the Available or Protecting state.
e The subnet of the NIC to be added must belong to the same VPC of the
protection group and protected instance.
Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.

The Storage Disaster Recovery Service page is displayed.

Issue 05 (2024-12-19) Copyright © Huawei Technologies Co., Ltd. 101


https://support.huaweicloud.com/intl/en-us/usermanual-ecs/ecs_03_0304.html
https://support.huaweicloud.com/intl/en-us/usermanual-ecs/ecs_03_0304.html

Storage Disaster Recovery Service 3 Synchronous Replication Management (for
User Guide Installed Base Operations)

Step 3 In the pane of the protection group, click Protected Instances.
The operation page for the protection group is displayed.

Step 4 On the Protected Instances tab, click the protected instance.
The protected instance details page is displayed.

Step 5 Click the NICs tab and click Add NIC.

Step 6 Select the security group and subnet to be added.
1O NOTE

e You can select multiple security groups. When multiple security groups are selected, the
access rules of all the selected security groups apply on the server.

e If you want to add a NIC with a specified IP address, enter an IP address into the
Private IP Address field.

Step 7 Click OK.
----End

3.2.7 Deleting a NIC

Scenarios
A protected instance can have up to 12 NICs, including one primary NIC that
cannot be deleted. You can perform steps provided in this section to delete a NIC
other than the primary one.

Prerequisites
e The protection group is in the Available or Protecting state.
e The protected instance is in the Available or Protecting state.
e The primary NIC cannot be deleted.

Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 In the pane of the protection group for which a NIC is to be deleted from the
protected instance, click Protected Instances.

The operation page for the protection group is displayed.
Step 4 On the Protected Instances tab, click the protected instance.
The protected instance details page is displayed.

Step 5 Click the NICs tab. Then, click Delete in the row that contains the NIC to be
deleted.

Issue 05 (2024-12-19) Copyright © Huawei Technologies Co., Ltd. 102



Storage Disaster Recovery Service 3 Synchronous Replication Management (for
User Guide Installed Base Operations)

Step 6 Click Yes.

----End

3.3 Managing Replication Pairs

3.3.1 Creating a Replication Pair

Scenarios

Create replication pairs for desired disks of a specified protection group. When you

create a replication pair:

e If the protection group status is Available, protection is disabled. Creating the
replication pair only establishes the replication relationship between the
production site disk and DR site disk, but data between the disks is not
synchronized. To synchronize data, enable protection.

e If the protection group status is Protecting, protection is enabled. After a
replication pair has been created, data synchronization automatically starts.

(10 NOTE
In a replication pair, the name of the DR site disk is the same as that of the production site
disk, but their IDs are different.
To change disk name, click the disk name on the replication pair details page to go to the
disk details page and change it.
Prerequisites

e The protection group is in the Available or Protecting state.

e If the servers in the protection group are ECSs, ensure that the disks used to
create replication pairs are in the Available state.

Procedure

Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 Locate the protection group where you want to add replication pairs and click
Replication Pairs.

The protection group details page is displayed.
Step 4 On the Replication Pairs tab, click Create Replication Pair.
The Create Replication Pair page is displayed.

Step 5 Set the parameters by referring to Table 3-3.
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Table 3-3 Parameter description

Parameter

Description

Example Value

Protection Group Name

Name of the protection
group where you want to
create replication pairs.
You do not need to
configure it.

Protection-Group-test

Protection Group ID

ID of the protection
group

619c57e9-3927-48f8-
ad14-3e293260b8a0

DR Direction

Replication direction of
the protection group.
You do not need to
configure it.

Production Site

AZ where the production
site resides

Production Site Disk

This parameter is
mandatory.

The following two
options are available:

e EVS
e DSS

EVS

DR Site Disk

This parameter is
mandatory.

The following two
options are available:

e EVS

e DSS

NOTE
Disks are classified as EVS
and DSS disks based on
whether the storage
resources used by the disks
are exclusive. DSS disks are
provided for users
exclusively.

Determine whether to use
DSS disks for the DR site.
The disks at the production
and DR site do not need to
be of the same type.

EVS

Storage Pool

e If you select EVS for
DR Site Disk, Storage
Pool is not required.

e If you select DSS for
DR Site Disk, Storage
Pool is mandatory.

dss-01
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Parameter Description Example Value
Replication Pair Replication pair name. replication_001
This parameter is
mandatory.

A replication pair name
is defined for
classification and future
search.

L] NOTE
DR Site Disk and Storage Pool are available only when DSS is selected.
Step 6 Click Create Now.

Step 7 On the Confirm page, confirm the replication pair information.
e If you do not need to modify the information, click Submit.

e If you need to modify the information, click Previous.
Step 8 Click Back to Protection Group Details Page and view the replication pair list.

If the replication pair status changes to Available or Protecting, it has been
created successfully.

--—-End

3.3.2 Expanding Capacity of a Replication Pair

Scenarios
If the replication pair capacity of your protection group cannot meet your service
requirements, you can expand the capacities of replication pairs. Replication pair
capacity cannot be reduced, and their capacity expansion cannot be rolled back.
After you expand the capacity of a replication pair, capacities of both the
production and DR site disks are changed.

Prerequisites

e The replication pair must be in the Available, Protecting, or Expansion
failed state.

e Disks in the replication pair are in the Available or In-use state.

e Capacity expansion is not supported for replication pairs consist of yearly/
monthly disks. To expand the capacity of such a replication pair, delete the
replication pair, expand the capacity of the production site disk, and then use
the disk to create a new replication pair.
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{0 NOTE
e For replication pairs consist of non-shared disks:
If the disk status is In-use, the replication pair capacity can be expanded only when
online capacity expansion is supported. If online capacity expansion is not supported,
the Expand Capacity button will be grayed out.
e For replication pairs consist of shared disks:
Online capacity expansion is not supported.
Procedure
Step 1 Log in to the management console.
Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.
Step 3 Locate the protection group where you want to expand the replication pair
capacity and click Replication Pairs.
The protection group details page is displayed.
Step 4 On the Replication Pairs tab, locate the row containing the target replication pair
and click Expand Capacity in the Operation column.
The Expand Capacity page is displayed.
Step 5 On the Expand Capacity page, confirm the replication pair information, configure
Add Capacity, and click Next.
Step 6 Confirm the information and click Submit.

If you want to modify the configuration, click Previous.

--—-End

3.3.3 Deleting a Replication Pair

Scenarios

Prerequisites

If a replication pair is no longer used, you can release the associated virtual
resources by deleting the replication pair.

When you delete a replication pair, the production site disk in the replication pair
will not be deleted. You can decide whether to delete the DR site disk.

e The protection group is in the Available, Protecting, Failover complete,
Enabling protection failed, Disabling protection failed, Switchover failed,
Failover failed, Deletion failed, or Re-enabling protection failed state.

e The replication pair is in the Available, Protecting, Failover complete,
Creation failed, Enabling protection failed, Disabling protection failed,
Switchover failed, Failover failed, Deletion failed, Re-enabling protection
failed, Attaching failed, Expansion failed, Invalid, or Faulty state.

e The replication pair is not attached to any protected instance. For details
about how to detach a replication pair, see Detaching a Replication Pair.
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Procedure

Step 1 Log in to the management console.

Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
The Storage Disaster Recovery Service page is displayed.

Step 3 In the pane of the protection group, click Replication Pairs.
The protection group details page is displayed.

Step 4 On the Replication Pairs tab, locate the row containing the replication pair to be
deleted and click Delete in the Operation column.

The Delete Replication Pair dialog box is displayed.

L] NOTE
When you delete a replication pair, the production site disk will not be deleted.
Step 5 Determine the subsequent operation.
Delete DR Site Disk

e If you do not select this option, the replication relationship between the
production site disk and DR site disk will be canceled, and the DR site disk will
be retained.

e If you select this option, the replication relationship between the production
site disk and DR site disk will be canceled, and the DR site disk will be
deleted.

Step 6 Click Yes.
----End

3.4 Managing DR Drills

3.4.1 Deleting a DR Drill

Scenarios
If a DR drill is no longer used, you can release the virtual resources by deleting the
DR drill from the system. When you delete a DR drill, all the drill servers in it are
automatically deleted.
Prerequisites
The DR drill is in the Available, Creation failed, or Deletion failed state.
Procedure

Step 1 Log in to the management console.

Step 2 Click Service List and choose Storage > Storage Disaster Recovery Service.
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The Storage Disaster Recovery Service page is displayed.

Step 3 In the pane of the protection group from which a DR drill is to be deleted, click DR
Drills.

The operation page for the protection group is displayed.

Step 4 On the DR Drills tab, locate the row containing the DR drill to be deleted and
click Delete in the Operation column.

The Delete DR Drill dialog box is displayed.
{11 NOTE

If you bind an EIP to a DR drill server, the EIP will be unbound from the DR drill server
when you delete the DR drill but will not be deleted. You can bind the EIP to another server.

Step 5 Click Yes.
----End

3.5 Managing Quotas

What Is Quota?

Quotas can limit the number or amount of resources available to users, such as
the maximum number of ECS or EVS disks that can be created.

If the existing resource quota cannot meet your service requirements, you can
apply for a higher quota.

How Do | View My Quotas?

1. Log in to the management console.

2. Click 7 i the upper left corner and select the desired region and project.
3. In the upper right corner of the page, choose Resources > My Quotas.
The Service Quota page is displayed.

Figure 3-3 My Quotas

Resources by
Enterprie My Quotas

per T

Suppot My Markefplace

4. View the used and total quota of each type of resources on the displayed
page.
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If a quota cannot meet service requirements, apply for a higher quota.

How Do | Apply for a Higher Quota?

1.
2.

3.

Log in to the management console.
In the upper right corner of the page, choose Resources > My Quotas.
The Service Quota page is displayed.

Figure 3-4 My Quotas

Resources

Enterprise My Quotzs

Suppart My Markeiplace

Click Increase Quota in the upper right corner of the page.

Figure 3-5 Increasing quota

Service Quota @ E

On the Create Service Ticket page, configure parameters as required.

In the Problem Description area, fill in the content and reason for
adjustment.

After all necessary parameters are configured, select | have read and agree
to the Ticket Service Protocol and Privacy Statement and click Submit.
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4.1 Configuring Disaster Recovery Site Servers

Scenarios
Configure disaster recovery site servers before you perform reverse reprotection for
the protected instances on the console.
(0 NOTE
This operation is only required in 24.6.0 and an earlier version. In 24.9.0 and later versions,
the disaster recovery gateway can be automatically configured.
Procedure

Step 1 Log in to a disaster recovery site server.

Step 2 Run the require script to configure the gateway.
e Linux server:
sh /opt/cloud/sdrs/register_gateway.sh
e  Windows server:

Go to the C:\cloud\sdrs directory and double-click register_gateway.bat to
run the script.

Figure 4-1 Windows configuration script

Step 3 Configure the script parameters.

1. Cross-AZ scenario:
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Figure 4-2 Example configuration in Linux
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Figure 4-3 Example configuration in Windows

B Wi

Table 4-1 describes the variables in the command.

by default)

Table 4-1 Parameters for configuring cross-AZ disaster recovery

Site

Paramet
er

Descript
ion

How to Obtain

Example Value

Repli
catio
n

replicatio
nScene

Replicati
on
scenario.
There
are
three
replicati
on
scenario
S.

- 0: IDC-to-cloud
- 1: Cross-AZ
- 2: Cross-region
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Site | Paramet | Descript | How to Obtain Example Value
er ion
Disas | platform | Platform | - 0: Huawei public cloud | O
ter -type type - 1: Huawei private
recov cloud
ery
site sourcePr | Project Log in to the console and | 51af7773719048
on ojectld ID choose My Credentials > | 92a49a0c3e3e53
Hua API Credentials to view ded4
wei the project ID.
Clou
d sourceEc | ECS Obtain the ECS endpoint | -
s endpoin | by referring to ECS
t Endpoints.
sourceEv | EVS Obtain the EVS endpoint | -
s endpoin | by referring to EVS
t Endpoints.
sourcela | Access Obtain AK/SK by referring | -
mAk key ID to How Do | Obtain an
Access Key (AK/SK)?
sourcela | Secret -
mSk access
key
Disas | targetPro | Project Log in to the console and | 0605767cb280d5
ter jectld ID choose My Credentials > | 762fd6c0133d6b
recov API Credentials to view ea3f
ery the project ID.
(s;rt]e targetSdr | SDRS Obtain the SDRS sdrs.cn-
Hua |S endpoin | endpoint by referring to east-2.myhuawei
wei t SDRS Endpoints. cloud.com
Clou targetla | Access Obtain AK/SK by referring | RZSAMHULWKK
d mAKk key ID to How Do | Obtain an E7TNOXHUT
Access Key (AK/SK)?
targetla | Secret K7bXplATOpEpy4
mSk access SAIN2fHUwEtxvg
key mK3lgyhgnMTA

Cross-region scenario:

Table 4-2 Parameters for configuring cross-region disaster recovery

Paramete | Descriptio | How to Obtain Example Value
r n
DR Scene | Replication | - 0: IDC-to-cloud 2

- 1: Cross-AZ

- 2: Cross-region
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Paramete
r

Descriptio
n

How to Obtain

Example Value

source/
target
platform

type

Type of
the
disaster
recovery
site

- 0: Huawei public cloud
- 1: Huawei private cloud

source/
target
project id

Project ID
of the
region
where the
disaster
recovery
site server
resides

Log in to the console and
choose My Credentials >
API Credentials to view the
project ID.

51af77737190489
2a49a0c3e3e53de
44

source
region
code

Destinatio
n region
ID

Obtain the SDRS endpoint
by referring to SDRS
Endpoints.

sdrs.cn-
east-2.myhuaweicl
oud.com

source ecs
endpoint

ECS
endpoint
in the
region
where the
disaster
recovery
site server
resides

Obtain the ECS endpoint by
referring to ECS Endpoints.

source evs
endpoint

EVS
endpoint
in the
region
where the
disaster
recovery
site server
resides

Obtain the EVS endpoint by
referring to EVS Endpoints.

source/
target
iam ak

Access key
ID of the
region
where the
disaster
recovery
site server
resides

Obtain AK/SK by referring to
How Do | Obtain an Access
Key (AK/SK)?
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Paramete
r

Descriptio
n

How to Obtain

Example Value

source/
target
iam sk

Secret
access key
of the
region
where the
disaster
recovery
site server
resides

target
sdrs
endpoint

SDRS
endpoint
in the
region
where the
disaster
recovery
site server
resides

Obtain the SDRS endpoint
by referring to SDRS
Endpoints.

sdrs.cn-
east-2.myhuaweicl
oud.com

Step 4 Configure the gateway for the proxy client on the disaster recovery site server:

Linux disaster recovery server:

su - service -c "/opt/cloud/sdrs/hostagent/bin/agent_config.sh --drm-
ip=127.0.0.1 --ha-ip=127.0.0.1"

Windows disaster recovery server:

Open the cmd window and run the following command:

C:\cloud\sdrs\hostagent\bin\agent_config.bat --drm-ip=127.0.0.1 --ha-
ip=127.0.0.1

--—-End

4.2 Configuring Production Site Servers

Scenarios

(1 NOTE

Configure production site servers before you reprotect the protected instances on
the console.

This operation is only required in 24.6.0 and an earlier version. In 24.9.0 and later versions,
the disaster recovery gateway can be automatically configured.
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Procedure
Step 1 Log in to a production site server.

Step 2 Run the following commands in sequence to configure the gateway for the proxy
client on the production site server:

1. Linux server:

su - service -c "/opt/cloud/sdrs/hostagent/bin/agent_config.sh --drm-
ip=drm ip --ha-ip=HostAgentip"

2. Windows server:
Open the cmd window and run the following command:

C:\cloud\sdrs\hostagent\bin\agent_config.bat --drm-ip=drm ip --ha-
ip=HostAgentip

(11 NOTE

- drm ip: IP address of the primary NIC of the cloud disaster recovery gateway
- HostAgentip: |P address of the primary NIC of the current server

- Ensure that the gateway configured for production site servers is the same as that
of the protected instances.

--—-End

4.3 Port Description (Asynchronous Replication)

Table 4-3 DR gateway port description

Port Protocol Description

29210 TCP Used to communicate with proxy clients.
29211 TCP Used to receive control commands.
7443 TCP Used for APl communication.

Table 4-4 Production and DR site server port description

Port Protocol Description

8091 TCP Used to transfer messages between proxy
clients.

59526 TCP Used to communicate with the DR gateway.

29210 TCP The local listening port used to
communicate with proxy clients after a
failover.
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Port Protocol Description

29211 TCP The local listening port used to receive

control commands after a failover.

7443 TCP The local listening port used for API

communication after a failover.

4.4 Changing the Password of User rdadmin

Scenarios

Prerequisites

Procedure

To improve O&M security, you are advised to change the user rdadmin's
password of the client OS regularly and disable this user's remote login
permission.

In Linux, user rdadmin does not have a password.

This section describes how to change the password of user rdadmin in
Windows 2016. Change the password according to actual situation in other
versions.

The username and password for logging in to the console have been
obtained.

The username and password for logging in to a Windows ECS have been
obtained.

Step 1 Go to the ECS console and log in to the Windows ECS.

Step 2 Choose Start > Control Panel. In the Control Panel window, click User Accounts.

Step 3 Click User Accounts to open the User Account Control dialog box. Select
rdadmin and click Reset Password.

Step 4 Enter the new password and click OK.

Step 5 In Task Manager, click the Services tab and then click Open Service.

Step 6 Select RdMonitor and RdNginx respectively. In the displayed dialog box, select
Login, change the password to the one entered in Step 4, and click OK.

--—-End
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4.5 SDRS Endpoints
Table 4-5 SDRS endpoints
Region Region ID Endpoint Protocol
Name
LA-Mexico | la-north-2 sdrs.la- HTTPS
City2 north-2.myhuaweicloud.com
TR-Istanbul | tr-west-1 sdrs.tr- HTTPS
west-1.myhuaweicloud.com
LA- la-south-2 sdrs.la- HTTPS
Santiago south-2.myhuaweicloud.com
AP- ap- sdrs.ap- HTTPS
Bangkok southeast-2 southeast-2.myhuaweicloud.c
om
AP- ap- sdrs.ap- HTTPS
Singapore southeast-3 southeast-3.myhuaweicloud.c
om
CN North- | cn-north-4 sdrs.cn- HTTPS
Beijing4 north-4.myhuaweicloud.com
CN East- cn-east-3 sdrs.cn- HTTPS
Shanghai1 east-3.myhuaweicloud.com
CN South- | cn-south-1 sdrs.cn- HTTPS
Guangzhou south-1.myhuaweicloud.com
LA-Sao sa-brazil-1 sdrs.sa- HTTPS
Paulo1 brazil-1.myhuaweicloud.com
CN East- cn-east-2 sdrs.cn- HTTPS
Shanghai2 east-2.myhuaweicloud.com
AF- af-south-1 sdrs.af- HTTPS
Johannesbu south-1.myhuaweicloud.com
rg
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